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Preface

Introductory epidemiology courses are often referred to as "methods"” courses, and many students
come to them hoping to learn the methods that have made epidemiology so important. Certainly
methods are an essential aspect of the field, and this text covers the usual complement. But
especially for the newcomer, the critical need is to learn how epidemiologists think about health and
the factors that affect it, and how epidemiologists approach studying them. Very few methods are
unique to epidemiology. "Epidemiologic thinking™ is its essence. Therefore, for me the central
objective of an introductory course has been to explain the concepts and perspectives of the field.

For nearly 20 years | have had the privilege of teaching the introductory epidemiology course for
epidemiology majors at the University of North Carolina School of Public Health and the special
pleasure that derives from teaching students who have sought epidemiology out rather than come to
learn it only as a school requirement. | have also had the honor of being entrusted by my colleagues
with the responsibility for introducing our students to epidemiologic concepts and methods.

Over the years | have written out extensive lecture notes, initially in response to requests from
course participants and subsequently to develop my own understanding. Not all course participants
have appreciated them, but | have received sufficient positive feedback and expressions of interest
from graduates who have gone on to teach their own epidemiology courses that | have decided to
recast them as an "evolving text". | use the term "evolving" because | continue to clarify, develop,
refine, correct, and, | hope, improve.

Regarding it as an evolving text is also my excuse for the fact that the material is not ready for
formal publication. Moreover, unlike a published text, this volume does not claim to be
authoritative — nor even thoroughly proofread. As an evolving work, its further development Has

always taken priority over appearance — and, it must be admitted, occasionally also over accuracy.

Although the word processing is nearly all my own, the content is certainly not. Besides the
extensive development and exposition of epidemiologic concepts and methods from courses and
publications by others, 1 have had the good fortune to study with and learn from outstanding
epidemiologists and biostatisticians, among them the late John Cassel, Gerardo Heiss, Barbara
Hulka, Michel Ibrahim, Sherman James, Bert Kaplan, David Kleinbaum, Gary Koch, Lawrence
Kupper, Hal Morgenstern, Abdel Omran, the late Ralph Patrick, Dana Quade, David Savitz, Carl
Shy, the late Cecil Slome, H.A. Tyroler, and Edward Wagner.

*

Important errata, as | learn about them, are posted on a site on the World Wide Web (http://www.epidemiolog.net/).
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My thinking and this text have also greatly benefited from interactions with other colleagues and
teachers, co-instructors, teaching assistants, collaborators, associates, research staff, fellows, and
students. | must particularly acknowledge the assistance of Charles Poole, who has generously
shared his expertise with me through his advanced methods course and frequent consultations. He
has even made the ultimate sacrifice — reading this text and sitting through my lectures! The content
(errors excepted!) and to some extent the exposition, therefore, represent the knowledge, ideas,
examples, and teaching skills of many people, to a much greater extent than the specific attributions,
citations and acknowledgements would indicate.

Acknowledgements are of greater interest to authors than to readers, and I ask your forgiveness for
including several more. | received my own introduction to epidemiology from the late John Cassel -
- intellectual pioneer, inspiring lecturer, and humanist -- and Bert Kaplan -- quintessential scholar,
supporter, and friend, whose colleagueship, breadth of knowledge, depth of wisdom, dedication to
the ideals of the academy, and personal warmth have enriched the lives of so many. | would also
like to express my gratitude to colleagues, staff, secretaries (especially Pat Taylor, Edna Mackinnon
Lennon, and Virginia Reid), students, administrators, and family for inspiration, stimulation,
feedback, opportunity, advice, guidance, commitment, counseling, assistance, support, affection, and
a good deal more.

Enjoy Epidemiology!

Victor J. Schoenbach
Chapel Hill, North Carolina
USA.

August 17, 1999

Postscript: After the 20th anniversary edition of EPID 168 ("Fundamentals of epidemiology"), my
teaching responsibilities have changed to its sister course, EPID 160 ("Principles of epidemiology").
EPID 160 serves as the basic introductory course for all students, graduate and undergraduate, who
are not majoring in epidemiology. Thus its audience is much more diverse in both interests and
preparation. Time will tell if I am able to continue to refine the Evolving Text, but if so it will begin
to move in the direction of making it more suitable for a general — and international — readership. |
have been gratified by the expressions of interest in it in its present form and hope that it will
continue to be of use to others.

March 9, 2001.
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1. Epidemiology — Definition, functions, and characteristics

Definition, characteristics, uses, varieties, and key aspects of qbz'demz’o/o(gy*

What to tell your family and friends

When your family or friends ask what you are studying, and you say “epidemiology”, the response is
often something like:

“You're studying what?”
“Does that have something to do with skin?”
“Uh-huh. And what e/se are you studying?”

How should you reply? One possibility is to give a formal definition (e.g., “The study of the
distribution and determinants of health related states and events in populations, and the application
of this study to control health problems” [John M. Last, Dictionary of Epidemiology]). Another possible
reply is, “Well, some epidemiologists study the skin. But epidemiologists study all kinds of diseases
and other aspects of health, also. The root word is ‘epidemic’, rather than ‘epidermis’” Another
reply could be. “Epidemiology is the study of health and disease in populations. It’s a basic science
of public health.”, though then be prepared to define “public health”. And, if you’re feeling erudite,
you can follow-up with, “’Epidemiology’ comes from the Greek ¢p7 (among, upon), demos (people),

and /gy (study).”
Epidemiology in transition?

The above should satisfy your friends, but what about yourself? Particularly if you are entering on
the pathway to becoming an epidemiologist, do you know where it will lead you? According to
Thomas Kuhn (1970:136-7), textbooks “address themselves to an already articulated body of
problems, data, and theory, most often to the particular set of paradigms to which the scientific
community is committed at the time they are written....[They| record the stable outcome of past
revolutions and thus display the bases of the current normal-scientific tradition”. Raj Bhopal’s
review (1997), however, reports that recent epidemiology texts present a diversity of concepts and
information, even in regard to the building blocks of epidemiology. Bhopal sees the fundamental
question as “whether epidemiology is primarily an applied public health discipline...or primarily a
science in which methods and theory dominate over practice and application”. He predicts a lively
discussion that will sharpen in the 21" century.

Indeed, in the leading commentary in the August 1999 issue of the Awmerican Journal of Public Health,
three of my colleagues including our department chair seek to differentiate between epidemiology (a
“science”) and public health (a “mission”). They argue that the second half of Last’s definition

Dr. Raymond Greenberg wrote the original versions of the chapter subtitles.
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(application and control) describes “the broader enterprise of public health” rather than
epidemiology. Epidemiology “contributes to the rationale for public health policies and services and
is important for use in their evaluation”, but “the delivery of those services or the implementation of
those policies” is not “part of epidemiology” (Savitz ez al., 1999: 1158-1159). Further, “the product
of research is information, not, as has been argued, ‘public health action and implementation’
(Atwood et al., 1997: 693).” (Savitz et al.: 1160).

The article by David Savitz, Charles Poole, and William Miller might be regarded in part as a
response to the charge made in an article by our previous chair, Carl Shy, that academic
epidemiology has “failed to develop the scientific methods and the knowledge base to support the
fundamental public health mission of preventing disease and promoting health through organized
community efforts” (Shy, 1997). In making this charge, Shy builds on the contention in the Institute
of Medicine report on The Future of Public Health (Committee for the Study of the Future of Public
Health, 1988, which asserted that the U.S. public health system was in “disarray”) that schools of
public health are too divorced from public health practice. In that vein, in the editorial that precedes
the Savitz e/ a/. commentary, the previous Director of the Centers for Disease Control and
Prevention (CDC) and two of his colleagues assert that, “[Epidemiologists| can make their goal
journal publication, public interpretation of findings, or public health interventions”, adding that
“epidemiology’s full value is achieved only when its contributions are placed in the context of public
health action, resulting in a healthier populace.” (Koplan et al., 1999).

These contrasting positions are not necessarily in conflict. To say that public health action is
required to achieve epidemiology’s full value does not imply that epidemiology or epidemiologists
must launch that public health action, nor does appreciation of epidemiologists’ contributions imply
that those contributions are epidemiology (as opposed to good works that happen to be done by
epidemiologists). But others have explicitly endorsed a diversity of roles for epidemiology. In a
2002 article, Douglas Weed and Pamela Mink provide a succinct and thoughtful discussion of this
twenty-year long “remarkable disciplinary rift”, concluding that “Science and policy walk hand-in-
hand under the umbrella of epidemiology.” (Weed and Mink, 2002: 70). They add that an
epidemiologist can be a “full-fledged epidemiologist” whether s/he does etiologic research alone,
combines public health practice and policymaking with research, or spends most of her/his time
“making the public health system work”. Perhaps influenced by the terrorism attacks of the
previous autumn, the ensuing upsurge of concern about preparedness, and Internet dissemination of
health information of highly variable reliability, Richard Kaslow in his 2002 Presidential Address to
the American College of Epidemiology placed advocacy squarely within the epidemiology
profession: “Individual epidemiologists may decline to ‘get involved,” but I do not believe
epidemiology without advocacy is any longer a viable option for the profession collectively. Through
the College, our profession can speak with a compelling voice. It is no longer enough to serve the
public simply by producing credible data, we must effectively translate those data into clear and
balanced messages.” (Kaslow, 2003: 547).

But whether we see ourselves first as scientists or first as public health professionals, our work takes
place in a societal context, with resources and therefore priorities assigned by political and economic
institutions that appear to serve the interests of some people and groups more than of others
(Winkelstein, 2000). The research we do and our behavior in our other professional activities
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inevitably reflect our backgrounds and life experiences, our values and preconceptions, our personal
ambitions and responsibilities. In that sense, what is epidemiology and what is not, and who is an
epidemiologist and who is not, are determined in part by the custodians of curricula, hiring, research
funding, and publication. Thus, you have an opportunity to make epidemiology what you think it
should be. You may also acquire a responsibility:

“Do epidemiologists and other public health professionals have a responsibility to
ask whether the ways we think and work reflect or contribute to social inequality?

“Proponents of socially responsible science would answer yes. What say you?”
(Krieger, 1999: 1152)

Asking the right questions is fundamental, but you may also need to help develop the methods to
enable epidemiologists to do what you think we should. In recent decades there have been great
strides in the development and teaching of epidemiologic concepts and methods to study health
problems of the individuals in a population, but these concepts and methods are less adequate for
understanding population health (Koopman and Lynch, 1999), even in regard to epidemics — the
origin of our discipline and its name. Indeed, Ollie Miettinen, a key thinker in defining the
conceptual basis of modern epidemiology, does not even regard the occurrence of epidemics, “a
focal concern of classical epidemiology”, as “a problem of the form characteristic of modern
epidemiologic research”, because an epidemic is an affliction of a population in the aggregate, rather
than of its individuals” (Miettinen, 1985:4). For Miettinen, the discipline of epidemiology is “the
aggregate of principles of studying the occurrence of illness and related states and events.” (Miettinen,

1985:4).

Advances in the methods for the study of health and disease in populations — epidemiology’s calling
card, as it were — may ease some of the apparent conflict between those who see epidemiology first
as a scientific enterprise and those who see it foremost as a vehicle for solving major public health
problems (Schwartz and Carpenter, 1999). Independent of whether epidemiologists are willing to
study problems that cannot be solved within the prevailing paradigm and the conceptual and
instrumental tools that it supplies (Kuhn, 1970), understanding those problems will require effective
concepts and methods. Warren Winkelstein (2000) sees the need for a “more expansionist
approach” in order to address disease problems arising from pollution, global warming, population
growth, poverty, social inequality, civil unrest, and violence. Even without taking the further step of
proposing that epidemiology should attempt to reduce these conditions themselves, the challenges
for epidemiology are daunting.

Epidemiology functions and areas of application

The perspective in this text is that epidemiology is both a field of research to advance scientific
understanding and also of application of knowledge to control disease and advance public health, a
(primarily observational) science and a public health profession. Thus, epidemiologists conduct
research and also work to control and prevent disease; they are scientists and engineers.
Epidemiologic investigation is problem-oriented and tends toward applied research. Although it has
a growing body of theory, the field is primarily empirically driven. Partly for these reasons,
epidemiologists draw freely from other fields and gravitate towards multidisciplinary approaches.
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Milton Terris, a leading exponent of close interrelationships among epidemiology, public health, and
policy, has summarized the functions of epidemiology as:

1. Discover the agent, host, and environmental factors that affect health, in order to provide the
scientific basis for the prevention of disease and injury and the promotion of health.

2. Determine the relative importance of causes of illness, disability, and death, in order to
establish priorities for research and action.

3. Identify those sections of the population which have the greatest risk from specific causes of
ill health [and benefit from specific interventions], in order that the indicated action may be
directed appropriately. (targeting)

4. Evaluate the effectiveness of preventive and therapeutic health programs and services in
improving the health of the population.

(Milton Terris, The Society for Epidemiologic Research (SER) and the future of
epidemiology. Awm | Epidemiol 1992; 136(8):909-915, p 912)
To these might be added:

5. Study the natural history of disease from its precursor states through its manifestations and
clinical course

6. Conduct surveillance of disease and injury occurrence in populations and of the levels of risk
factors — passive (receive reports), active (poll practitioners, conduct surveys)

7. Investigate outbreaks (e.g., hospital-acquired infections, disease clusters, food-borne and

water-borne infections) to identify their source and controlling epidemics (e.g., measles,
rubella, coronary heart disease, overweight)

Classic and recent examples of epidemiologic investigation

Epidemiology has made significant contributions to the understanding and control of many health-
related conditions, and epidemiologists are actively involved in studying many others. Some of the
classic investigations and some areas of recent and current attention are listed below:

Scurvy (James Lind) - intervention trial, nutritional deficiency

Scrotal cancer (Percival Pott) - occupational health, carcinogens

Measles (Peter Panum) - incubation period, infectious period

Cholera (John Snow) - waterborne transmission, natural experiment
Puerperal fever (Ignatius Semmelweis) - hygienic prevention

Pellagra (Joseph Goldberger) - “epidemic” disease was not communicable
Rubella and congenital birth defects (Gregg) - prenatal exposure
Retrolental fibroplasia - iatrogenic disease

Lung cancer and smoking - coming of age of chronic disease epidemiology
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Fluoride and dental caries - community epidemiology; environmental prevention

Poliomyelitis immunization trial - a massive experiment that demonstrated the effectiveness of
the vaccine against this greatly feared virus

Cardiovascular disease - longitudinal community studies; community intervention trials

Breast cancer screening — a large-scale randomized trial of effectiveness of cancer early detection
through screening

Reye’s syndrome and aspirin - an epidemiologic success involving a rare but devastating disease
brought on by a familiar and ubiquitous medicine

Toxic shock syndrome - an epidemiologic success in a “point-source” epidemic resulting from a
new product introduction

Estrogens and endometrial cancer - controversies of case-control methodology and bias;
pharmacoepidemiology

Psychiatric disorder - challenges in disease classification and assessment
Lead and cognitive development - a crucial role for a biologic marker
Electromagnetic fields - can an exposure be “exonerated”?

Legionnaire’s disease - a newly recognized pathogenic bacterium foreshadows the resurgence of
infectious diseases as a public health challenge in the U.S.

HIV - a new or newly-recognized virus that has transformed the public health and epidemiology
landscape with respect to infectious diseases in general and sexually-transmitted infections
specifically

Tuberculosis - reminding epidemiology of its roots; control of a pathogen is very different from
its eradication

Injury - epidemiology without disease

Homicide - a behavioral epidemic or an environmental plague?
Varieties of epidemiology

As epidemiology continues to develop and to expand into new areas, the field has diversified into
many forms:
Surveillance, “shoe-leather” epidemiology (outbreak investigations), and epidemic control

Microbial epidemiology — biology and ecology of pathogenic microorganisms, their lifecycles,
and their interactions with their human and non-human hosts

Descriptive epidemiology — examination of patterns of occurrence of disease and injury and
their determinants

“Risk factor” epidemiology — searching for exposure-disease associations that may provide
insights into etiology and avenues for prevention
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Clinical epidemiology and the evaluation of healthcare — assess accuracy, efficacy, effectiveness,
and unintended consequences of methods of prevention, early detection, diagnosis,
treatment, and management of health conditions

Molecular epidemiology — investigate disease at the molecular level to precisely characterize
pathological processes and exposures, to elucidate mechanisms of pathogenesis, and to
identify precursor conditions

Genetic epidemiology — the confluence of molecular biology, population studies, and statistical
models with an emphasis on heritable influences on disease susceptibility and expression

Big Epidemiology** — multisite collaborative trials, such as the Hypertension Detection and
Follow-up Program (HDFP), Coronary Primary Prevention Trial (CPPT), Multiple Risk
Factor Intervention Trial (MRFIT), Women’s Health Initiative (WHI)

Entrepreneurial epidemiology — building institutions and careers by winning research funding
and facilities

Testimonial epidemiology — giving depositions and testifying in court or in legislative hearings
on the state of epidemiologic evidence on a matter of dispute

Social epidemiology — interpersonal and community-level factors influencing health at the
population level

Global epidemiology — assessing the effects of human activity on the ecosystem that supports
life on Farth.

Characteristics of epidemiology

With so many varieties of epidemiology, it is no wonder that confusion abounds about what is and
what is not epidemiology. “Epidemiologic” research tends to:

be observational, rather than experimental;

" In David Sackett et al.'s Clinical Epidemiology, 2™ ed, it is recounted that when one of the authors
(P.T.), then a medical student in England “sought career guidance from a world-renowned London
epidemiologist, he was informed that it was ‘amoral’ to combine epidemiology with clinical
practicel”

- "Big" in epidemiology might be defined as upwards of $100 million for a study. To put these
studies in perspective, the Human Genome Project cost $250 million in public funds, CERN (high
energy particle physics research in Switzerland) $638 million/year, the Hubble Space Telescope $3
billion, and the Apollo Program $115 billion. (1999 dollars; data from the National Institutes of
Health, the European Space Agency, and NASA, by way of Hannah Fairfield in the New York Times
(Science Times, 6/27/2000).
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focus on free-living human populations defined by geography, worksite, institutional affiliation,
occupation, migration status, health conditions, exposure history, or other characteristics
rather than a group of highly-selected individuals studied in a clinic or laboratory;

deal with etiology and control of disease, rather than with phenomena that are not closely tied to
health status;

take a multidisciplinary, empirical approach directed at understanding or solving a problem
rather than on advancing theory within a discipline.

However, not all epidemiologic studies have these characteristics.

So how then can you tell if someone is doing epidemiology or not? One wag suggested the
following scoring system:

In(nY)ksd?
score =

pc

where:
n = number of subjects
y = number of years of follow-up
k = total direct costs (in $1,000,000)
s = sponsor (NIH=3, other public or foundation=2, corporate=1)

d = principal investigator’s degree (EPID PhD=4, MD plus EPID MPH.= 3, MD w/o EPID
MPH = 2, other health doctorate = 1)

p = number of first-authored publications that the PI will author

¢ = percent of the principal investigator’s salary that will be covered

The higher the score, the more likely that the study is epidemiology.

Key aspects of epidemiology

A number of other fields — medicine, nursing, dentistry, pharmacy, demography, sociology, health
psychology, health education, health policy, nutrition — share many common features and areas of
interest with epidemiology (and with each other). Some of the key aspects of epidemiology are:
Epidemiology deals with populations, thus involving:

*  Rates and proportions

*  Averages

*  Heterogeneity within

*  Dynamics - demography, environment, lifestyle

As other sciences, epidemiology involves measurement, entailing the need for:
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*  Definition of the phenomena
*  Spectrum of disease
*  Sources of data
* Compromise
Most epidemiologic studies involve comparison, introducing considerations of:
*  Standards of reference for baseline risk
*  Equivalent measurement accuracy
*  Adjustment for differences
Epidemiology is fundamentally multidisciplinary, since it must consider:

*  Statistics, biology, chemistry, physics, psychology, sociology, demography, geography,
environmental science, policy analysis, ...

* Interpretation - consistency, plausibility, coherence
*  Mechanisms - pathophysiology, psychosocial, economic, environmental

*  Policy - impact, implications, ramifications, recommendations, controversy
Modes of investigation — descriptive vs. analytic epidemiology

Although the distinction is often difficult to draw, in part because of the greater valuation placed by
many on the latter, epidemiologic investigations are sometimes usefully characterized as either
descriptive or analytic.

Descriptive epidemiology

Descriptive epidemiology describes the health conditions and health-related characteristics of
populations, typically in terms of person, place, and time. This information serves as the
foundation for studying populations. It provides essential contextual information with which to
develop hypotheses, design studies, and interpret results. Surveillance is a particular type of
descriptive epidemiology, to monitor change over time.

Types of descriptive studies:

*  Routine analyses of vital statistics (births, deaths), communicable disease reports, other
notifiable events (outbreaks, induced abortions)

® Periodic surveys of health status, knowledge, beliefs, attitudes, practices, behaviors,
environmental exposures, and health care encounters (e.g., National Center for Health
Statistics surveys, Centers for Disease Control and Prevention Behavioral Risk Factor
Surveillance System)

®  Specialized surveys to establish prevalence of a condition, a characteristic, or use of a
medical procedure
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*  Studies comparing information across geographical or political units, or between migrants
and persons in their country of origin to look for differences and patterns

Analytic epidemiology

Analytic epidemiology involves the systematic evaluation of suspected relationships, for example,
between an exposure and a health outcome. Because of their narrower focus, analytic studies
typically provide stronger evidence concerning particular relationships.

Types of analytic studies:

*  Case-control studies, comparing people who develop a condition with people who have
not

* TFollow-up (retrospective, prospective) studies, comparing people with and without a
characteristic in relation to a subsequent health-related event

* Intervention trials (clinical, community), in which a treatment or preventive intervention is
provided to a group of people and their subsequent experience is compared to that of
people not provided the intervention

Analytic studies typically involve the testing of hypotheses, which in turn may arise from

*  Case reports

*  Case series

* Laboratory studies

*  Descriptive epidemiologic studies

*  Other analytic studies

The descriptive and analytic classification is more of a continuum than a dichotomy. Many studies
have both descriptive and analytic aspects, and data that are collected in one mode may end up being
used in the other as well. Whether a particular study is primarily “descriptive” or “analytic” may be a
matter of the investigator’s “stance” in relationship to the study question and the collection of the
data. Since analytic epidemiology is often accorded a higher status than is descriptive epidemiology,
with some regarding a study without a hypothesis as “not science”, investigators sometimes feel
constrained to come up with a hypothesis and present their work as “analytic”, even if the
hypothesis is contrived or is not the study’s real focus.

Sources of data

Since epidemiology studies populations in their ordinary environments, there are many kinds of data
that are relevant, and obtaining them can be logistically challenging and expensive. There is
accordingly an interest in using data that are already available. Data for political and geographical
aggregates are often more readily available than are data on individuals, a distinction referred to as
the level of measurement. Sources of data for epidemiologic studies include:
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Aggregate data

Vital statistics (birth rates, death rates, pregnancy rates, abortion rates, low birth weight)

Demographic, economic, housing, geographical, and other data from the Census and other
government data-gathering activities

Summatries of disease and injury reporting systems and registries
Workplace monitoring systems
Environmental monitoring systems (e.g., air pollution measurements)

Production and sales data
Individual-level data

Vital events registration (births, deaths, marriages)

Disease and injury reporting systems and registries

National surveys

Computer data files (e.g., health insurors)

Medical records

Questionnaires - in person, by telephone, mailed

Biological specimens (routinely or specially collected)
Sometimes a distinction is drawn between primary data (collected specifically for the study, which
is generally advantageous) and secondary data (collected for some other purpose, and therefore
possibly not as well suited for the question of current interest), though the former is not inevitably
superior to the latter. Although data quality is always a paramount, compromises must often be
made. Two examples are the use of a proxy informant when the person to be interviewed is ill,

demented, or deceased and the use of a proxy variable when data cannot be obtained for the
variable of greatest relevance.

Sources of error

The challenge of data quality in epidemiology is to control the many sources of error in
observational studies of human populations. The best understood and most quantifiable is
sampling error, the distortion that can occur from the “luck of the draw” in small samples from a
population. More problematic is error from selection bias, where the study participants are not
representative of the population of interest.

Selection bias can result from:

Self selection (volunteering)
Nonresponse (refusal)

Loss to follow-up (attrition, migration)
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Selective survival
Health care utilization patterns
Systematic errors in detection and diagnosis of health conditions

Choice of an inappropriate comparison group (investigator selection)

Also highly problematic is information bias, systematic error due to incorrect definition,
measurement, or classification of variables of interest.

Some sources of information bias are:

Recall or reporting bias
False positives or negatives on diagnostic tests
Errors in assignment of cause of death

Errors and omissions in medical records

Observational sciences especially are also greatly concerned with what epidemiologists call
confounding, error in the interpretation of comparisons between groups that are not truly
comparable. Differences in age, gender composition, health status, and risk factors generally must
generally be allowed for in making and interpreting comparisons. A major theme in epidemiologic
methods is the identification, avoidance, and control of potential sources of error.

Unique contribution of epidemiology

In an earlier era, epidemiology was characterized as “the basic science of public health work and of
preventive medicine” (Sheps, 1976:61). Whether or not this claim was ever valid (i.e., whether “the”
should be “a” and whether “basic” should be “applied”), epidemiology does have the advantage of a
name that ends in “logy” (a factor not to be discounted in this “Era of Marketing” [George
McGovern’s apt phrase from the 1980’s]) and remains a foundation for the practice of “evidence-
based medicine” (definitely a term for the Era of Marketing). Moreover, epidemiology deals with
the “bottom line”, with the reality of human health. True, epidemiologic research suffers from
many limitations. Indeed, in comparison to laboratory science, epidemiology may seem somewhat
crude — akin to sculpting with a hammer but no chisel. But the limitations of epidemiologic research
are largely a function of the obstacles epidemiologists must contend with, and both the obstacles
and the limitations are inherent in the subject of study — free-living human populations. Laboratory
studies provide better control of the confounding influences of genetic, environmental, and
measurement variability. But the public health relevance of laboratory findings is often uncertain
due to:

Differences between z vitro (test tube) and iz vivo (whole animal) systems
Differences in susceptibility across species

Difficulty of extrapolating across dosages, routes of administration, cofactors, lifespans

Problems in generalizing results from highly controlled settings to free-living populations.
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Exquisitely precise knowledge about what happens in cell cultures or experimental animals, while of
great value in many respects, cannot tell us enough about human health. Ultimately, public health
decisions require data from human populations. If we need to know what happens to people, we
must employ epidemiology.
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Dimensions in the training of an epidemiologist

I.  Epidemiologic perspective

1. Public health aspects: -- History of epidemiology, epidemiology as a public
health science, clinical and public policy implications.

2. Scientific aspects: -- Problem conceptualization, philosophy of inference,
study designs, interpretation of data, concepts of bias and multicausality.

II.  Measurement and analysis: Measures of disease frequency and
extent, study designs and strategies, control of sources of error,
statistical inference, data analysis and interpretation.

III.  Weighing epidemiologic evidence: Critical reading and
synthesizing of information.

IV.  Proposal development: Specification of research hypotheses,
study populations, measurement tools, analysis strategies; human
subjects protection; “grantsmanship”.

V. Study design and execution: Protocol development, subject
recruitment, instrumentation, data collection, quality control,
reporting and communications collaboration and working with
oversight bodies, presentation of findings.

VI. Data management: Manipulation and analysis of data using
computers and statistical software packages.

VII.  Substantive knowledge: General background in health-related
sciences and multidisciplinary understanding of specific areas of
research.

VIII.  Epidemiologist roles: Development of skills for teaching,
consultation, review of proposals and manuscripts, participation
in professional meetings, leadership of multidisciplinary research
teams, and continuing professional development.

(Used for a number of years by the UNC Department of Epidemiology as an outline of
areas of required competencies)
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2. An evolving historical perspective*

The evolution of epidemiology into a science of the distribution of disease in populations and
evaluation of interventions for disease prevention and therapy.

Why study history [and herstory]?

To understand a condition or event, we need to understand where it came from.
To learn the lessons of the past

To broaden our awareness from contemporary views by gaining perspective

What is history?

History, according to Edward Hallett Carr, is a “continuous process of interaction between the
historian and his facts, an unending dialogue between the present and the past”

Propositions from studying history of epidemiology
1. Life has not always been the way it is in the developed countries today.

2. Scientific understanding of disease and the factors that affect it is largely a product of the last
150 years, with very rapid advances in the last half-century..

3. Epidemiologic studies have not always been like (insert the name of your favorite
epidemiologic study).

4. There are many histories of epidemiology

— History of health and disease

— History of ideas and concepts

— History of methods

— History of knowledge gained through these concepts and methods
— History of teachers and students

— History of organizations and actions

A brief history of public health

Community attempts to prevent and limit the spread of disease go back to antiquity. For example,
religious traditions against eating pork and shellfish reflect the special hazards of eating those foods

*

The following material draws heavily on lectures at the UNC Department of Epidemiology by Drs. Abraham
Lilienfeld (1984) and Joellen Schildkraut (1989, 1990, 1991).

* Carr, Edward Hallett. What is history. NY, Knopf, 1963, taken from the George Macaulay Trevelyan Lectures in the
University of Cambridge in 1961, p.35.
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when inadequately preserved or prepared. As often happens in public health, even without an
understanding of the underlying etiology, effective preventive measures can be taken.

Successes in prevention reinforce the concept that disease can be prevented through human action
other than prayers and sacrifices to the gods, which in turn encourages additional attempts at
prevention. By the 1600’s, the practices of isolation and quarantine had begun to be employed to
prevent the spread of certain diseases; by the 1800’s these practices had become common in the
American colonies. Methods of smallpox inoculation also began to be used and apparently
mitigated some epidemics, even before Edward Jenner's introduction of a safe vaccine based on
COWPOX Virus.

With the 19th century came two dramatic advances in the effectiveness of public health — “the great
sanitary awakening” (Winslow, quoted in The Future of Public Health [FPH]: 58) and the advent of
bacteriology and the germ theory. Those of us who see all progress in the field of health in terms of
laboratory discoveries and medicines have not had the experience of living in a 19th century city. In
New York City, piles of garbage two-three feet high were accompanied by epidemic smallpox and
typhus. The crowding, poverty, filth, and lack of basic sanitation in the working class districts of the
growing cities provided efficient breeding grounds for communicable diseases. Diseases that
formerly arrived from outside to cause epidemics in basically healthy populations now became
permanent residents. Quarantine and isolation, which were somewhat effective against individual
cases and illness brought by travelers, were inadequate against mass endemic disease.

Moreover, industrialization and urbanization brought people of different classes geographically
closer. No longer able to escape to their country estates, well-to-do families also fell prey to the
highly contagious diseases that incubated among the working class. The shared vulnerability and the
succession of reports of conditions in the working class supported the view that while poverty might
still reflect individual weakness and moral defects, society nevertheless had to take actions to
improve conditions.

In England, the Poor Law Commission led by Edwin Chadwick studied the English health of the
working class. Their famous — and controversial — General Report on the Sanitary Conditions of the
Labonring Population of Great Britain presented a “damning and fully documented indictment of the
appalling conditions” (Chave, in FPH: 59-60). The studies revealed that the average age at death for
laborers was 16 years. For tradesmen it was 22 years; for the gentry, 36 years. In London more than
half of the working class died before their fifth birthday (Winslow, in FPH).

A comparable document in the United States was Lemuel Shattuck's 1850 Report of the Massachusetts
Sanitary Commission. Unlike Chadwick's report, however, Shattuck's report went largely ignored due
to the political turmoil in the United States. After the Civil War, though, many of its
recommendations were adopted, and it is now regarded as one of the most influential American
public health documents (FPH: 61).

Though controversial in many ways, sanitary reforms fit reasonably well with the moral views of the
time. Much of the scientific rationale for the reforms — the relatively nonspecific model by which
filth and putrid matter gave off emanations (miasma) that gave rise to disease — has only modest
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correspondence to modern biological understanding. Nevertheless, many of the reforms did reduce
the transmission of disease and were therefore effective.

But the advance in understanding of infectious disease that constituted the arrival of the
bacteriologic era at the end of the century dramatically increased the effectiveness of public health
action. In one dramatic example, mosquito control brought the number of yellow fever deaths in

Havana from 305 to 6 in a single year (Winslow, in FPH: 65).

Cholera, typhoid fever, and

tuberculosis, the great scourges of humanity, rapidly came under control in the industrialized

countries.
Time line for the history of public health and epidemiology.
Antiquity | Concepts of health closely tied to religion (e.g., Old Testament)

Greek writers draw links to environmental factors (e.g., Hippocrates)
Romans associate plumbism with wine from lead-glazed pottery

1334 Petrarch introduces the concept of comparison and indeed of a clinical trial

1603 John Graunt — Bills of Mortality and the “law of mortality”. The first life table, giving the
probability of dying at each age.

1700 Bernadino Ramazzini — “father of occupational epidemiology”; also breast cancer in nuns

1706-1777 | Francois Bossier de Lacroix (known as Sauvages) — systematic classification of diseases

(Nosologia Methodica)

1747 James Lind — scurvy experiment

1775 Percival Pott — scrotum cancer findings

1798 Edward Jenner — cowpox vaccination against smallpox

1787-1872 | Pierre Charles Alexandre Louis (1787-1872) — the “Father of Epidemiology”, La methode

numerique
LaPlace, Poisson — the birth of statistics

1834 William Farr, William Guy, William Budd (all students of Louis) — founded the Statistical
Society of London

1847 Ignaz Semmelweiss (Vienna) — discovers transmission and prevention of puerperal fever

1849 John Snow — waterborne transmission of cholera

1850 Epidemiological Society of London established

1851 John Grove — On the nature of epidemics (presented the germ theory)
Oliver Wendell Holmes and George Shattuck, Jr. (and Shattuck's student, Edward Jarvis)
— founded the American Statistical Society

1870 Beginning of the era of bacteriology

1887 The Hygienic Laboratory, forerunner of the U.S. National Institutes of Health, is created
within the Marine Hospital Service in Staten Island, NY

1900 Yule — notion of spurious (i.e., nonsubstantive) correlations, “Simpson's paradox”

1914-1918 | Joseph Goldberger studies pellagra

1920 Split between U.S. organized medicine and physicians interested in public health (the latter
were interested in national health insurance; public health concern vs. individual concern)

1937 Austin Bradford Hill, Principles of Medical Statistics

1942 Office of Malaria Control in War Areas (in US; became Communicable Disease Center

(CDC) in 1946, Center for Disease Control in 1970, Centers for Disease Control in 1980,
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and Centers for Disease Control and Prevention in 1992)

1948 World Health Organization (WHO)

1948 John Ryle becomes first chairman of social medicine at Oxford. Observed that physicians
have curiously little concern with prevention.
1950's- | Epidemiology successes — fluoride, tobacco, blood pressutre and stroke, CHD risk factors,
1970's toxic shock syndrome, Legionnaire's disease, Reye’s syndrome, endometrial cancer and

€xogenous estrogens

1975 Lalonde Report (Canada)

1979 Healthy People U.S. and Health Objectives for the Nation

1988 U.S. Institute of Medicine Report of the Committee for the Study of the Future of Public Health —
Public health system is in “disarray” — AIDS, injuries, teen pregnancies, Alzheimer's
disease

Rise of epidemiology

Epidemiology was at the core of many of the studies that led to the above advances and to
subsequent ones. But until well into the 20th century, epidemiology was not a distinct profession
and/or practice, so it is not meaningful to say when its contributions began. The studies that led to
the Chadwick and Shattuck reports drew on concepts that had arisen during earlier centuries,
including the use of quantitative reasoning, the idea of comparing groups or populations, the
collection of vital statistics, and methods of analysis (e.g., the life table).

The birth of modern epidemiology occurred during the 19th century. According to David Morens
(Epidemiology Monitor, February 1999: 4), epidemic investigations prior to the middle of that century
were mostly descriptive, rather than etiologic in orientation. Peter Panum, however, investigated the
1846 measles outbreak on the Faroe Islands “much the way an Epidemic Intelligence Service
Officer at CDC would today”. The classic investigations on the transmission of cholera (John
Snow), typhoid fever (William Budd), and puerperal fever (Ighaz Semmelweis) led to understanding
and the ability to reduce the spread of major infections. John Grove presented the germ theory in
his 1851 treatise On the nature of epidemics.

Pierre Chatles Alexandre Louis (1787-1872), sometimes called the “Father of Epidemiology”,
systematized the application of numerical thinking (“/z methode numerigne”) and championed its cause.
Using quantitative reasoning, he demonstrated that bloodletting was not efficacious therapy, and
wrote books on tuberculosis and typhoid. Louis' influence was widespread, primarily through his
students. (An interesting historical observation is that Louis was of lower class background; absent
the French Revolution, he would probably not have had the opportunity to contribute to science
and medicine.)

Many of Louis' students became leading exponents of and contributors to epidemiology. William
Farr pioneered the use of statistics in epidemiology and introduced the concepts of the death rate,
dose-response, herd immunity, and cohort effect. He also showed that prevalence is a function of
incidence and duration and the need for large numbers to demonstrate associations. He and two
other students of Louis (William Guy and William Budd) founded the Statistical Society of London.
William Guy studied tuberculosis in relation to occupation and, I believe, conceptualized the odds
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ratio — the method for estimating relative risk from case-control data. Two other of Louis' students,
Oliver Wendell Holmes and George Shattuck, Jr. (and Shattuck's student, Edward Jarvis) founded
the American Statistical Society (see genealogy table in Lilienfeld and Lilienfeld, 2nd ed., Fig. 2-1).

Epidemiology continued to grow and develop, particularly in Britain and America. In addition to
the continuing challenges from urban crowding and large-scale immigration, the revolution in
bacteriology had great applicability for military forces, for which infection and disease were major
threats to effectiveness. Thus, 20th century combat brought epidemiologists into the war effort.
The Hygienic Laboratory (the forerunner of the U.S. National Institutes of Health, originally
established as a one-room bacteriology laboratory in an attic of the Marine Hospital Service in Staten
Island, NY) provided laboratory support for the U.S. military during the Spanish-American War
(Winkelstein, 2000). The U.S. Army Medical Corps and its British counterpart played major roles in
preserving the health of the troops in several wars.

The relationship of epidemiology to war has been a reciprocal one. The U.S. Centers for Disease
Control and Prevention (CDC) was born as the World War II Office of Malaria Control in War
Areas, becoming the Communicable Disease Center in 1946, the Center for Disease Control in
1970, the Centers for Disease Control in 1980, and receiving its present name in 1992. The CDC's
Epidemic Intelligence Service was established in response to concern about importation of exotic
diseases from Asia, a concern arising during the Korean War. In the second half of the 20th
century, epidemiology flourished, with the creation of departments of epidemiology in many
universities and corporations, dramatic expansion of research (and funding for biomedical research
in general), broadening of methodological and technological capabilities, growth of professional
societies and journals, and coverage of epidemiology in the mass media. Growing fears of
bioterrorism during the latter half of the 20th century blossomed with the mailing of anthrax spores

to two U.S. senators and two news organizations and prompted a major infusion of resources into
public health.

Threads in the fabric of the development of epidemiology

Quantitative reasoning

Comparative studies — comparison of groups or populations
Vital statistics system

Hygienic and public health movement
Improvements in diagnosis and classification
Statistics

Computers

Personal computers

User-friendly statistical software
Biotechnology revolution

Genomics
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The importance of context

Public health advocates often accuse medicine of being reactive, since physicians treat disease after it
occurs whereas public health professionals work to prevent disease. Interestingly, though, advances
in public health knowledge and practice occur typically as reactions to public health problems. A
century and a half ago, for example, cholera epidemics in London stimulated the public health
movement and the development of the London Epidemiological Society. During the past two
decades, the emergence and re-emergence of major infectious pathogens (HIV, TB) have stimulated
the resurgence of infectious disease epidemiology, which as recently as the 1970's seemed to be on
the road to extinction, as well as to an enormous expansion in other types of research directed at
infectious disease.

Wars are also a very important factor in public health, devastating to public health and public health
programs in populations that suffer attack and engines of advances in public health knowledge in
countries whose homeland remains undamaged. Improved treatment of wounds (Britain) and the
purification, testing, and manufacture of penicillin (Britain and the U.S.) are only two of the many
advances stimulated by military exigencies. Apart from military motives, the growth of government
is responsible for public health advances for other reasons when there are supportive attitudes about
what government should do. For example, the French Revolution and the growth of populist
thinking in Europe were strong stimuli to interest in public health.

Scientific progress is fundamental to public health advances, of course, since regardless of what
people think that government should do, what it can do is constrained by available knowledge and
technology. What government can do is also constrained by attitudes and beliefs about what is
proper. Former U.S. Surgeon General [C. Everett] Koop has related how, during a 1940's radio
program to talk about his studies of childhood cancer, he was told that he could not say the word
“cancer” (it was to be referred to as “that dread disease”). Progress in preventing HIV and sexually
transmitted diseases has had to contend with legal and extra-legal restrictions on open discussion
about sex and particularly about anal sex.

These are only a few of the myriad influences on the evolution of public health and epidemiology.
Further examples of these influences, most of which affect each other as well as public health, are:

Changing demography, economics, transportation, conmerce, technology, organigations, politics, wars —
The entire health care delivery system has been transformed through the rise of managed care
organizations.

Changing diseases and afflictions through the centuries —

Hunger, infections, malnutrition, reproductive disorders, chronic diseases, environmental and
occupational diseases, violence and injury, health care and pharmaceuticals, mental health, aging
— different disease patterns dominate at different times, as the conditions of life change

Developing scientific knowledge and technology changes understanding of disease and approaches to
Studying it —

Introduction of Pap smear in 1940s led to knowledge of natural history of cervical cancer.
Development of coronary angiography enabled visualizing of atherosclerosis during life as well
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as coronary artery spasm. Consider the impact of the development of microscopy, the
stethoscope, electrocardiograms, culture techniques, biochemistry, cytology, computers,
angiography, radioimmunoassay, DNA probes, ...

Expanding social and political consciousness —
Hygienic movement, Marxism, social democracy, health promotion movement, minority health.
Increased demand for (and on) epidemiology and public health (e.g., the Lalonde Report).

Expanding social organization and investment in public health resources increases the opportunities for
epidemiologic research and application —

— Hospitals

— Vital statistics systems

— Health surveys

— Research funding

— Disease registries

— Insurance systems

— Record systems, computerized databases

The challenge of hindsight

In order to grasp the significance of the evolution of ideas, we need to put ourselves in the mindset
of the time and appreciate the imagination (and deviance) necessary to see things in a new way.
Many of the problems faced by past investigators seem so manageable compared to the ones we face
today. But how did those problems look without the benefit of the knowledge and concepts that we
take for granted.

Induction and latency

Consider the example of the incubation period. In infectious diseases, there is commonly an
incubation period, often on the order of 1-14 days. Until this phenomenon became known and
accepted, it must have been difficult to make the connection between the onset of an illness and an
exposure some two weeks earlier. Panum helped to document this phenomenon, and his studies of
measles onset and previous exposure to cases are a classic of careful description and inference. With
chronic diseases, the “incubation period” is much longer. Pellagra develops over a period of several
months. Atherosclerotic heart disease and cancer can take 5, 10, 20, or even 30 years. Lengthy
separation of cause and effect is certainly much more formidable than the 2 weeks involved in
measles, but is it more formidable in terms of the level of knowledge then and now?

Rarity of disease

Rarity of a disease is in some respects an advantage for studying it and in some respects an obstacle.
Epidemics are easy to study in the sense that each occurrence represents a form of natural
experiment. They provide contrasts between the before and the after (e.g., arrival of a ship to the
Faroe Islands, arrival of a person with typhoid fever in a previously unaffected village). With an
endemic disease, on the other hand, there is no obvious contrast to stimulate perception of new
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events or new modes of living that could have introduced the disease. On the other hand, very rare
diseases are difficult to study because of the difficulty of assembling enough cases.

Thoroughness of methods

Some famous investigators are recognized as such for advances in the methodology of their studies
— advances in rigor, exquisite thoroughness, and painstaking attention to detail — before such
methods were in common use. We now take it for granted, and grant proposal reviews enforce, that
an investigator will conduct a systematic review of existing evidence, make use of vital statistics data,
formulate precise definitions of disease and other variables, collect data in an even-handed manner,
employ checks of reliability and validity of the data, and analyze the data with due attention to
alternative explanations of the findings. But each of these and other desirable methodologic
practices had to be introduced at a time when it was not common practice. A common theme in the
“classics” is that each investigation involved careful, systematic and detailed observation — “shoe
leather” epidemiology. Not all of the practice of epidemiology is as glorious as the celebrated
insights.

Disease prevention

The classic studies also gave rise to health promotion/disease prevention recommendations
involving sanitary practices, personal hygiene, and diet — even before the identification of the actual
etiologic or preventive agent. But is there a lesson in the observation that the dietary changes
recommended by Goldberger for prevention of pellagra — increased intake of meat and dairy
products — is in some respects the reverse of current recommendations for the prevention of cancer
and CHD? It is also interesting to contrast these diseases and the interventions they recommended
with those for contemporary epidemics (CHD, lung cancer, motor vehicle injuries, handgun
fatalities). Do you suppose the public reacts differently to being told to eat /ss meat than it did to
being told to eat more meat?

Insight based on but not constrained by knowledge

Enduring recognition over time comes from distinctive accomplishment, from achievement beyond
the expected. One mark of distinction is the attainment of insight that builds on existing knowledge
but is not unduly constrained by it. Scientific advances generally build on knowledge that has been
successively accumulated by many people over many years. But such knowledge is understood in
terms of existing paradigms (see Thomas Kuhn, The structure of scientific revolutions). 1f the existing
paradigm or theoretical structure that governs the interpretation of observations is inadequate to the
problem at hand, then progress demands a new or modified paradigm.

Almost by definition, a great step forward in thinking occurs in advance of general understanding.
Avogadro's theory that the number of molecules in a gas is a function of its volume took 50 years to
become accepted. X-rays were originally regarded as an elaborate hoax (Kuhn, 1970). In a number
of the epidemiologic classics, the prevailing theories were misleading. A key contribution was the
discarding of certain beliefs of the time, and the investigator had to contend with active opposition
to his investigations.
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According to David Morens (Epidemiology Monitor, February 1999: 4), when Panum's 1847 work on
measles appeared in French several years later, an unsigned review of his work in the British and
Foreign Medico-Chirnrgical Review observed ‘It is seldom, indeed, that an opportunity like that here
described is afforded to a prudent and able man of science, who, like our author, rejecting all
previously conceived opinions, diligently investigates the truth for himself.” ” Joseph Goldberger, in
his studies of pellagra about 65 years later also had to depart from the accepted wisdom of the time.
Not long before he began his work, a 1914 commission had concluded that pellagra was an
infectious and/or hereditary disease. Goldberget's careful study of all the facts enabled him to
deduce that pellagra was not, in fact, a communicable disease. This study took him three months. It
then took him several years, including some outlandish (heroic?) experiments in order to convince
his scientific peers of the correctness of his deductions. In Goldberger's case, others had known the
pertinent facts, but their import had not been grasped.

William Farr fought the idea that cholera was spread by germs because in his data high altitude was
associated with cholera, consistent with theories about atmospheric pressure and miasmas. Lind's
discoveries were not adopted by the British Navy for a full 40 years, and Percival Pott's discovery
about how to prevent scrotal cancer, though quickly adopted in Denmark, was not adopted in
England for nearly a century. The classic papers on lung cancer and tobacco smoke, published in
the Journal of the American Medical Association by Wynder and Graham and Doll and Hill, were almost
rejected by the editor because of the lack of existing knowledge supporting the association. Despite
numerous studies yielding similar findings, eminent statisticians (R.A. Fisher, Berkson) remained
highly skeptical for many years.

“Truth is the daughter of Time and not of authority.” Sir Francis Bacon (1561-1626)

“It is the customary fate of new truths to begin as heresies and to end as
superstitions.” Thomas Henry Huxley, “The Coming of Age of ‘The Origin of
Species™ (1880) (http://babbage.clarku.edu/huxley/CE2/CaOS.html)

The study of history broadens our vision and suggests that for us to rise above the common wisdom
of our time we may have to accept the discomfort that comes with deviating from the conventional.
For example, if an epidemiologist were to suggest that psychiatric disorders are spread by
transmission of thoughts, this suggestion would be ridiculed. Was the suggestion that water was a
vehicle of transmission of cholera and typhoid similatly regarded in the last century? What about
the transmission of measles virus through air? Can we achieve the acuity of hindsight without the
wait?
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Conceptual and philosophic basis for
epidemiologic advances — changing paradigms

Humors in the body

Miasma (17th century)

Contagium vivum

Concept of specificity of disease and causal agent
Multicausality

Molecular and genetic

Biotechnology
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3. Studying populations — basic demography

Some basic concepts and techniques from demography - population growth, population
characteristics, measures of mortality and fertility, life tables, cobort effects.

The “demi” in epidemiology

Since the primary subject matter of epidemiology is people (except for veterinary epidemiologists,
who apply the same concepts and methods to studying other animal populations), a logical place to
begin the study of epidemiology is with some basic concepts of demography.

Population growth — an epidemic of homo sapiens*

For its first few million years, the species that we refer to as bomo sapiens numbered probably fewer
than 10 million, due to high mortality. In about 8000 B.C., with the beginning of agriculture,
significant population growth began, bringing world population to about 500 million over a 6000-
year period. At that point (1650 AD), growth accelerated sharply, so that world population doubled
in 150 years (1 billion in 1800), doubled again in 130 years (1930), and doubled yet again in 45 years
(4 billion in 1975). Every decade the world’s population increases by about 1 billion, mostly in the
developing countries. The population will reach 6 billion in early 1999. It is projected to reach 9.5
billion by 2030 and 12.6 billion by 2100.

World Population in mid-1997 (millions)

Region Population
Asia 3,552
Africa 743
Europe 729
Latin America & Caribbean 490
North America 298
Oceania (Australia, NZ, and Pacific) 29
World 5,840

(does not add due to rounding)

* Note about sources: Much of the following has been drawn from publications by the Population
Reference Bureau (PRB), especially “Population: A lively introduction” and “The future of world
population” (see bibliography). This table comes from their 1997 World population data sheet. The
PRB web site (www.prb.org) has a wealth of data and links to sources of information on population-
and health-related topics.
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In 1997, 86 million more people lived on planet Earth than the previous year, for an estimated
annual world population growth rate of 1.47%. At that rate, world population would double in 47
years. The world population growth rate is the difference between the birth rate of 24 per 1,000
people and the death rate of 9.

Over the time, differing growth rates can dramatically alter the age, geographic, racial, and affluence
distribution of the world’s population. In 1950, two thirds of the world’s population lived in what is
usually referred to as the developing world. The proportion was three-quarters in 1990 and is
projected to grow to 85% by 2025 and 90% by 2100. Thus, whatever improvements in health take
place in the industrialized world, world demographic and health indicators will be primarily
influenced by the situation in the developing world.

The Demographic Transition

A fundamental model developed to describe population dynamics is the Demographic Transition
model. The model posits four stages in the evolution of the population in a society.

1. High fertility, high mortality (pre-industrial)

2. High fertility, declining mortality (industrializing)
3. Declining fertility, low mortality
4

Low fertility, low mortality (stable population)

The first stage (pre-industrial) prevailed throughout the world prior to the past few centuries. Rapid
population growth takes place in Stages 2 and 3, because high birth rates, necessary for population
survival in Stage 1, are embedded in the cultural, religious, economic, and political fabric of pre-
modern societies. As economic and public health advances decrease mortality rates, rapid
population growth occurs until the society adjusts to the new realities and fertility decline.

The Demographic Transition Model was constructed from the European experience, in which the
decline in death rates was gradual. It remains to be seen how this model will play out in the
developing world of today, in which the decline in death rates has occurred much more rapidly and
in which social change takes place against a backdrop of and in interaction with the post-industrial
world of electronic communications, multi-national production and marketing, and international
travel. There is some evidence that the model will also apply to the developing world of today. But
the timetable for completion of the demographic transition in the developing world will determine
the ultimate size of the world’s population.

Demographic balancing equation

If birth and death are the two most fundamental demographic processes, migration is probably the
third. The size of the world’s population is (at least at present) completely determined by birth and
death rates, but the population in any particular region or locale is also determined by net migration.
These three processes are expressed in the demographic balancing equation—the increase (or
decrease) in a population as the algebraic sum of births, deaths, immigration, and emigration. The
following table gives the equation for the world and for the U.S. for 1991.
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The demographic balancing equation for the United States
(from McFalls, 1991) (numbers in thousands)

Starting + (Births — Death N (Immigration— _ Ending
population (Births — Deaths ) Emigration ) ~ population

Starting . L _ Ending
population + (Natural increase) +  (Net migration) = population

World = 5,245,071 + (142,959 — 50,418)
= 5,245,071 + 92,541 _ 5,337,612
US. = 248168 + (4,179-2,162) + (853 — 160)
= 248,168 + 2,107 + 693 _ 250,878

In recent decades, on a world basis, the migration has perhaps had its greatest impact on
urbanization. In the forty years from 1950 to 1990, the urban population in the countries of the
Third World increased over five-fold, from 286 million to about 1.5 billion. About 40 percent of
this growth resulted from rural to urban migration. The U.N. predicts that by the year 2000 there
will be 19 Third World cities with populations over 10 million. In contrast to Tokyo, Los Angeles,
New York, London, and other glamorous metropolises, overcrowded urban areas in poor countries
are characterized by inadequate housing, sanitation, transportation, employment opportunities, and
other essentials of healthy living, the ingredients for misery and the spread of microorganisms.

Population age structure and the population pyramid

For every 10 people in the world:

3 are younger than 15 years of age
4 live in an urban area
6 live in Asia (2 in China, 1 in India)

8 live in developing countries

An important dynamic in population growth is the reciprocal relationship between the rate of
natural increase (births - deaths) and the age structure of the population. The latter is one of the
strongest influences on the growth rate of a population, since both fertility and mortality vary greatly
by age. A younger population has a higher rate of natural increase; a high rate of natural increase in
turn lowers the median age of a population.

In Africa, which has the highest birth (40/1,000) and growth (2.6%) rates, only 56% of the
population are older than 15 years. In contrast, in Europe, where average birth rates have been
close to replacement level for many years, four-fifths of the population (81%) are older than 15
years. In fact, Europe as a whole experienced overall negative growth in 1997, due to birth and
death rates of 10 and 14, respectively, in Eastern Europe (including Russia). Since nearly all (96%)
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of the increase in the world’s population takes place in the developing world, the developing
countries are becoming younger while the wealthier countries are becoming older.

Nevertheless, fertility control is increasing in the developing world. As it does, the age structure of
the population shifts upwards, since the larger birth cohorts of previous years are followed by
relatively smaller birth cohorts. The average age of the world's population, around 28 years, is
projected to increase to 31-35 years, so that the proportion of persons 60 years and older will grow
from about 9% to 13-17% (Lutz, 1994). This proportion will range from as low as 5% in sub-
Saharan Africa to much as 30% in Western Europe. In China, where fertility has been successfully
regulated for decades, the proportion of the population age 60 and older will rise to about 20% in
2030 (Lutz, 1994).

The population pyramid

Demographers display the age structure of a population by constructing a graph in which the
population size in each age band is depicted by a horizontal bar that extends from a centerline to the
left for one gender and to the right for the other, with the age bands arranged from lowest (at the
horizontal axis) to highest. A population pyramid for a population that is growing rapidly, e.g.
Kenya, resembles a pillar that is very broad at the base (age 0-1 years) and tapers continuously to a
point at the top. In contrast, the population pyramid for a zero-growth population, e.g. Denmark,
resembles a bowling pin, with a broader bottom and middle, and narrower base and top.

Kenya, 1998
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Source: U.5. Census Bureau, International Data Base.

The population pyramid for a country shows the pattern of birth and death rates over the past
decades, since apart from immigration and emigration, the maximum size of any age group is set by
the birth cohort that it began as, and its actual size shows its subsequent mortality experience. For
example, the 1989 population pyramid for Germany shows the deficit of older males resulting from
losses in World Wars I and II and narrowings corresponding to the markedly lower wartime birth
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rates. Similarly, bulges in the reproductive years often produce bulges at the bottom, since more
women of reproductive age usually translates into more births.

Denmark, 1998 (note change in scale)
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Using the pyramid it is easy to see how a growing population becomes younger and the transition to
lower fertility makes it older. Widespread family planning makes new birth cohorts smaller, so that
the pyramid consists of a broad middle (persons born before the adoption of family planning) being
pushed upward by a narrower base. Initially this age distribution makes life easier for adults,
especially women, since effort and resources for childrearing and support are proportionally lower.
However, when the adults who first adopted family planning reach retirement age, there are fewer
younger people available to support them. Unless productivity and savings have risen sufficiently,
the society will be hard pressed to support its elderly members—an issue of concern in affluent
societies today.

The population pyramid for Iran has a number of distinctive features. Iran embraced family
planning in the 1960's, one of the first developing countries to do so. The Islamic revolution of
1979, however, regarded the family planning program as "pro-West" and dismantled it. Moreover,
the war with Iraq made population growth seem advantageous. When the war ended and
reconstruction became the priority, the government reversed its policy and inaugurated a new family
planning program with an extensive information campaign and, in 1993, powerful economic
disincentives for having more than three children. These measures reduced the total fertility rate
(see below) from 5.2 children in 1989 to 2.6 children in 1997. (This account is taken from Farzaneh
Roudi, Population Today, July/August1999). The jump in the birth rate following the revolution can
be seen in the large size of the 15-19 year-old band (born 1979-1983) compared to the next older
one; the subsequent curtailment of births shows up as a relatively small number of children 4 years
old and younger. (Note: these population pyramids come from the U.S. Bureau for the Census
International Database and were downloaded from the Population Bureau web site.)
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Iran, 1998
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Influence of population age composition

Since rates of most diseases and medical conditions, injuries, and health-related phenomena such as
violence vary greatly by age, a population’s age structure affects much more than its growth rate. As
the 76 million “Boomers” in the post-World War II baby boom cohort to which President Bill
Clinton belongs have moved up through the population pyramid, as a pig which has been swallowed
by a python, they expanded school and university enrollments, created an employment boom first in
obstetrics, pediatrics, construction, urban planning, and diaper services, and subsequently increased
demand for baby clothes, toys, appliances, teachers, school buildings, faculty, managers, automobile
dealers, health professionals, and investment counselors.

But in their wake, the Boomers have faced the contraction of many of those employment
opportunities as their larger numbers and the smaller job-creating needs of the following generation
increased competition at every stage. On the horizon are substantial increases in the need for
geriatricians and retirement facilities, providing more employment opportunity for the generations
that follow the Boomers but also a heavier burden for taxes and elder-care. A baby “boomlet” is
also moving up the pyramid, as the Boomers’ children create an “echo” of the baby boom.

The baby boom is a key contributor to the projected shortfalls in funding for Social Security,
Medicare, and pensions in the coming decades. The following projections were made several years
ago but are still relevant:
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When the baby boom cohort retires

1995 2030
Retired population (%0) 12 20
Workers per retired person 3.4 2.0
Combined Social Security and 15% 28%

Medicare tax rate per worker
(including employet’s share)

(Source: Who will pay for your retirement? The looming crisis. Center for Economic
Development, NY, NY. Summarized in TIAA-CREF quarterly newsletter the
Participant, November 1995: 3-5.)

The U.S. is the fasted growing industrialized country, with a 1% growth rate (about 30% of which is
due to immigration). Providing for the needs of senior citizens will be even more difficult in
Europe, where most countries are now close to zero population growth and already 14% of the
population are age 65 years or older. It has been projected that in 100 years there will be only half as
many Buropeans as today, which for many raises concerns about economic health, military strength,
and cultural identity.

Sex composition

Another fundamental demographic characteristic of a population is its sex ratio (generally expressed
as the number of males per 100 females). A strongly unbalanced sex ratio affects the availability of
marriage partners, family stability, and many aspects of the social, psychological, and economic
structure of a society.

Sex ratios are affected by events such as major wars and large-scale migration, by cultural pressures
that favor one sex, usually males, by unequal mortality rates in adulthood, and by changes in the
birth rate. Because of higher male mortality rates, the sex ratio in the U.S. at birth falls from about
106 at birth, to about 100 by ages 25-29, and to 39 for ages 85 and above. Migration in search of
employment is a frequent cause of a sex ratio far from 100. For example, oil field employment in
the United Arab Emirates has brought that country’s sex ratio as high as 218.

Although changes in birth rates do not alter sex ratios themselves, if women usually marry older
men, a marked increase or decrease in the birth rate will produce an unbalanced sex ratio for
potential mates. Girls born at and after a marked increase in the birth rate will encounter a deficit of
mates in the cohort born before birth rates increased; boys born before a marked decrease will
encounter a deficit of younger women. The substantial declines in birth rates in Eastern Europe
following the collapse of Communism may lead to a difficult situation for men born before the
collapse. In the U.S., casualties from urban poverty and the War on Drugs have created a deficit of
marriageable men, particularly African American men. Because of assortive mating and the legacy of
American apartheid, the effects of the deficit are concentrated in African American communities,
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with many African American forced to choose between raising a family by themselves or remaining
childless.

Women’s status in society is a key factor in relation to the sex ratio and fertility in general. For
example, women’s opportunities for education and employment are strongly and reciprocally related
to the birth rate. In China, where a “one-child” policy for urban families was adopted as a dramatic
step toward curbing growth in its huge population, the sex ratio at birth is now 114 (a normal ratio is
105 boys for 100 gitls). The approximately 12% shortfall of girls arises from families’ desire for a
mail offspring and is believed to be due to a combination of sex-selective abortion, abandonment,
infanticide, and underreporting (Nancy E. Riley, China’s “Missing girls”: prospects and policy.
Population Today. February 1996;24:4-5).

Racial, ethnic, and religious composition

Race (a classification generally based on physical characteristics) and ethnicity (generally defined in
relation to cultural characteristics), though very difficult to define scientifically, have been and
continue to be very strong, even dominant factors, in many aspects of many societies. Thus, the
racial, ethnic, and religious composition of a population is linked with many other population
characteristics, as a function of the beliefs, values, and practices of the various groups and of the way
societies regard and treat them. While people in the United States are most conscious of racial and
ethnic issues in relation to African Americans, Latinos, Asian Americans, and Native
Americans/American Indians, conflicts trelated to race, ethnicity, and religion are a major
phenomenon throughout the world and throughout history, as the following VERY selective list
recalls:

Balkans - Serbs, Croats, and Muslims (Bosnia), Serbs and Albanians (Kosovo)

Northern Ireland - Catholics and Protestants

Rwanda - Hutu’s and Tutsi’s

Middle East/Northern Aftrica - Jews, Christians, and Muslims

Iran’s massacre of Bahai’s

Kurds in northern Iran and Turkey

Indonesia - massacres of ethnic Chinese

East Timor

India/Pakistan - Hindus and Muslims

Europe - Christians and Jews (centuries of persecution climaxing though not ending with the
Nazi’s systematic extermination of over 6 million Jews, gypsies, and other peoples)

Germany - Catholics and Protestants (The Hundred Years War)

Americas - Eutopeans, white Americans, African Americans, and Native Americans/Ametican
Indians
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physical features, practices, beliefs, language, and other characteristics have had and will have
powerful effects on public health.

Demographic concepts, measures, and techniques

The discussion above uses many demographic terms, concepts, and measures. We now give precise
definitions.

The (crude) birth rate is the number of births during a stated period divided by population size.

The (crude) death rate is the number of deaths during a stated period divided by population
size.

Population-based rates are usually expressed per 100, 1000, 10,000, or per 100,000 to reduce the
need for decimal fractions. For example, 2,312,132 deaths were registered in the United States in
1995, yielding a (crude) death rate was 880 per 100,000 population. This rate represented a slight
increase over the preceding year’s rate of 874 (Source: Anderson et al., Report of final mortality statistics,
1995. Monthly Vital Statistics Report 45(11) suppl 2, June 12 1997, National Center for Health
Statistics (CDC), http://www.cdc.gov/nchswww/data/mv4511s2.pdf). Birth rates are generally
expressed per 1,000 per year. For example, the lowest birth rates in the world are about 10, in
several European countries; the highest are about 50, in several African countries.

When the numerator (deaths or births) in a given calculation is small, data for several years may be
averaged, so that the result is more precise (less susceptible to influence by random variability). For
example, taking the average number of births over three years and dividing by the average
population size during those years yields a 3-year average birth rate. The average population size
may be the average of the estimated population size for the years in the interval or simply the
estimated population for the middle of the period (e.g., the middle of the year for which the rate is
being computed). Where the population is growing steadily (or declining steadily), the mid-year
population provides a better estimate than the January 1% or December 31" population size, so the
mid-year population is also used for rates computed for a single year. Typical birth and death rate
formulas are:

Births during year
Birth rate = % 1,000

Mid-year population

Deaths during year
Death rate = x 1,000

Mid-year population
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Deaths during the year period
5-year average death rate = X 1.000
Population estimate for the

middle of the third year

Fertility and fecundity

An obvious limitation of the birth rate is that its denominator includes the total population even
though many members (e.g., young children) cannot themselves contribute to births - and only
women give birth. Thus, a general fertility rate is defined by including in the denominator only
women of reproductive age:

Births during year
General fertility rate = X 1.000
Women of reproductive age

(mid-year estimate)

Note that in English, fertility refers to actual births. Fecundity refers to the biological ability to
have children (the opposite of sterility). In Spanish, however, fecundidad refers to actual births, and
fertilidad (opposite of sterilidad) refers to biological potential (Gil, 2001).

Disaggregating by age

A key consideration in interpreting overall birth, death, fertility, and almost any other rates is that
they are strongly influenced by the population’s age and sex composition structure. That fact does
not make these “crude” overall rates any less real or true or useful. But failure to take into account
population composition can result in confusion in comparing crude rates across populations with
very different composition.

For example, the death rate in Western Europe (10) is higher than in North Africa (8). In other
words, deaths are numerically more prominent in Western Europe than in North Africa. It would
be a setious error, though, to interpret these rates as indicating that conditions of life and/or health
care services are worse in Western Europe than in North Africa. The reason is that Western Europe
would be expected to have a higher (crude) death rate because its population is, on the average,
older (15% age 65 or above) than the population of North Africa (4% age 65 and above).

To enable comparisons that take into account age structure, sex composition, and other population
characteristics, demographers (and epidemiologists) use specific rates (i.e., rates computed for a
specific age and/or other subgroup - demographers call these “refined” rates). These specific rates
can then be averaged, with some appropriate weighting, to obtain a single overall rate for
comparative or descriptive purposes. Such weighted averages are called adjusted or standardized
rates (the two terms are largely synonymous). The United States age-adjusted death rate for 1995
was 503.9 per 100,000, slightly lower than the 507.4 age-adjusted death rate for 1994 (NCHS data in
Anderson et al., 1997, see above). The reason that the age-adjusted death rate declined from 1994 to
1995 while the crude death rate increased is that the latter reflects the aging of the U.S. population,
whereas the former is adjusted to the age distribution of a “standard” population (in this case, the
U.S. population for 1940).

www.epidemiolog.net, © Victor J. Schoenbach 1999, 2000 3. Studying populations - basic demography - 40
rev. 8/16/2000, 3/9/2001, 4/15/2003



Total fertility rate (TFR)

Standardization of rates and ratios is the topic for a later in the course. But there is another
important technique that is used to summarize age-specific rates. For fertility, the technique yields
the total fertility rate (TFR) -- the average number of children a woman is expected to have during
her reproductive life. The average number of children born to women who have passed their
fecund years can, of course, be obtained simply by averaging the number of live births. In contrast,
the TFR provides a projection into the future.

The TFR summarizes the fertility rate at each age by projecting the fertility experience of a cohort of
women as they pass through each age band of their fecund years. For example, suppose that in a
certain population in 1996 the average annual fertility rate for women age 15-19 was 110 per 1000
women, 180 for women age 20-29, and 80 for women 30 years and older. The TFR is simply the
sum of the annual fertility rate for each single year of age during the fecund years. So 1,000 women
who begin their reproductive career at age 15 and end it at age 45 would be expected to bear:
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Calculation of total fertility rate (TFR)
For 1000 women from age 15 through age 45 years

Age Births

15 110

16 110

17 110 (average annual fertility

18 110 from ages 15-19 = 110/1000)
19 110

20 180

21 180

22 180 (average annual fertility
e from ages 20-29 = 180/1000)
29 180

30 80

31 80 (average annual fertility
e from ages 30-45 = 80/1000)
44 80

45 80

3,630

or about 3.6 children born to each woman.

(This TFR could also be calculated more compactly as
110 x5+ 180 x 10 + 80 x 16 = 3,630)

Note that the TFR is a hypothetical measure based on the assumption that the age-specific fertility
rates do not change until the cohort has aged beyond them. The TFR is a projection, not a
prediction — essentially, a technique for summarizing a set of age-specific rates into an intuitively
meaningful number.
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Life expectancy

The technique, of using current data for people across a range of ages to project what will happen to
a person or population who will be passing through those ages, is also the basis for a widely-cited
summary measure, life expectancy. Life expectancy is the average number of years still to be lived
by a group of people at birth or at some specified age. Although it pretends to foretell the future,
life expectancy is essentially a way of summarizing of a set of age-specific death rates. It thus
provides a convenient indicator of the level of public health in a population and also a basis for
setting life insurance premiums and annuity payments.

In order to understand life expectancy and TFR's, it is important to appreciate the difference
between these demographic summary measures and actual predictions. A prediction involves
judgment about what will happen in the future. Life expectancy and TFR’s are simply ways of
presenting the current experience of a population. Thus, my prediction is most of us will live
beyond our life expectancy!

The explanation for this apparent paradox is that life expectancy is a representation of age-specific
death rates as they are at the present time. If age-specific death rates do not change during the rest
of our lives, then our life expectancy today will be an excellent estimate of the average number of
years we will live. However, how likely are today’s age-specific death rates to remain constant?
First, we can anticipate improvements in knowledge about health, medical care technology, and
conditions of living to bring about reductions in death rates. Second, today’s death rates for 40-90
year-olds represent the experience of people who were born during about 1900-1960.

Today’s over-forties Americans lived through some or all of the Great Depression of the 1930s, two
world wars, the Korean War, the Vietnam War, atmospheric nuclear bomb testing, unrestrained
DDT use, pre-vaccine levels of mumps, polio, measles, rubella, chicken pox, pre-antibiotic levels of
mycobacterium tuberculosis, syphilis, and other now-treatable diseases, varying levels of exposure to
noxious environmental and workplace substances, a system of legally-enforced apartheid in much of
the nation, limited availability of family planning, and lower general knowledge about health
promotive practices, to list just a smattering of the events and conditions that may have affected
subsequent health and mortality. Although changes in living conditions are not always for the better
(death rates in Russia and some other countries of the former Soviet Union have worsened
considerably since the breakup), the United States, Western Europe, Japan, and many countries in
the developing world can expect that tomorrow’s elderly will be healthier and longer-lived than the
elderly of the previous generation. For these reasons life expectancy, computed from today’s age-
specific death rates, probably underestimates the average length of life remaining to those of us alive
today.

Since it is a summary of a set of age-specific mortality rates, life expectancy can be computed from
any particular age forward. Life expectancy at birth summarizes mortality rates across all ages. Life
expectancy from age 65 summarizes mortality rates following the conventional age of retirement.
Accordingly, life expectancy at birth can be greatly influenced by changes in infant mortality and
child survival. The reason is that reductions in early life mortality typically add many more years of
life than reductions in mortality rates for the elderly. The importance of knowing the age from
which life expectancy is being computed is illustrated by the following excerpt from a column
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prepared by the Social Security Administration and distributed by Knight Ridder / Tribune News
Service (Chapel Hill Herald, June 28, 1998: 7):

Q. 1 heard that the Social Security retirement age is increasing. s this true and if so, why?

A. Yes, it’s true. When Social Security was just getting started back in 1935, the
average American’s life expectancy was just under age 60. Today it’s more than 25
percent longer at just over 76. That means workers have more time for retirement,
and more time to collect Social Security. And that’s why Social Security’s retirement
age is gradually changing ... to keep pace with increases in longevity. A worker
retiring today still needs to be age 65 to collect full benefits, but by 2027, workers
will have to be age 67 for full retirement benefits.

It is certainly the case that longevity today is much greater than when the Social Security system was
begun, so that it is now expected to provide support over a much larger fraction of a person’s life.
However, the life expectancies cited are life expectancies from birth. Although children who die
obviously do not collect retirement benefits, neither do they make contributions to Social Security
based on their earnings. For Social Security issues, the relevant change in life expectancy is that
from age 62 or 65, when workers become eligible to receive Social Security retirement benefits.
Every year's increase in life expectancy beyond retirement means an additional year of Social
Security benefits. This life expectancy (now 15.7 and 18.9 years, respectively, for U.S. males and
females age 65 years) has also increased greatly since 1935.

Life expectancy computation and the current life table

Life expectancy is computed by constructing a demographic life-table. A demographic life table
depicts the mortality experience of a cohort (a defined group of people) over time, either as it
occurs, has occurred, or would be expected to occur. Imagine a cohort of 100,000 newborns
growing up and growing old. Eventually all will die, some as infants or children, but most as elderly
persons. The demographic life table applies age-specific risks of death to the surviving members of
the cohort as they pass through each age band. Thus, the demographic life table (also called a
current life table) is a technique for showing the implications on cohort survival of a set of age-
specific death rates.
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Excerpt from the U.S. 1993 abridged life table

(total population)
Age Risk Number
interval Of still
(years) Death alive Deaths
x-xtn an 1x nDx
@) ®) © D)
<=1lyr .00835 100,000 835
1-5 00177 99,165 176
5-10 .00106 98,989 105
10-15 00126 98,884 125
15-20 00431 98,759 426
20-25 .00545 98,333 536
25-30 00612 97,797 599
30-35 00797 97,198 775
35-40 01031 96,423 994
40-45 01343 95,429 1,282
45-50 01842 94,147 1,734
50-55 02808 92,413 2,595
55-60 04421 89,818 3,971
60-65 06875 85,847 5,902
65-70 10148 79,945 8,113
70-75 14838 71,832 10,658
75-80 21698 61,174 13,274
80-85 32300 47,900 15,472
>=85yr 1.00000 32,428 32,428

(Source: National Center for Health Statistics)

(The algebraic symbols beneath the column headings show

traditional life table notation; “x” refers to the age at the start of
an interval, “n” to the number of years of the interval.)

For example, here are the first four columns of the U.S. 1993 abridged life table, from the National
Center for Health Statistics world wide web site (“abridged” means that ages are grouped rather than
being listed for each individual year). The table begins with a cohort of 100,000 live births (first line
of column C). For each age interval (column A), the cohort members who enter the interval
(column C) are subjected to the risk of dying during that age interval (column B), producing the
number of deaths shown in column D and leaving the number of survivors shown in the next line
of column B. Thus, in their first year of life, the 100,000 live newborns experience a risk of death of
0.00835 (835/100,000), so that 835 die (B x C) and 99,165 survive (B - D) to enter age interval 1-5
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years. Between ages one and five, the 99,165 babies who attained age one year are subjected to a
five-year risk of death of 0.00177 (177/100,000), so that 176 die (0.0017 x 99,165) and 98,989
(99,165 - 176) attain age six.

Notice that the age-specific risks of death (proportion dying, column B) increase from their lowest
value at age 5-10 years, at first gradually, then increasingly steeply until during the age interval 80-85
nearly one-third of cohort survivors are expected to die. Correspondingly, the numbers in column
D (deaths) also increase gradually, then more steeply—but not quite as steeply as do the risks in
column B. The reason is that the actual number of deaths depends also on the number of people at
risk of death (survivors, column C) which drops gradually at first, then more and more rapidly as the
risks increase. Notice also the very high risk of death for infants: the 0.0085 means that 835 of
100,000 infants—nearly 1% --die during just one year. In contrast, only 177 of the surviving infants
die during the following four years.

Death risks versus death rates

An important technical issue to consider at this point is that the risks in column B are not the same
as the age-specific death rates discussed above, though the latter are the basis for deriving the risks
in column B. There are two reasons. First, all but the first two of the values in column B show the
risk for a five-year interval. Second, an (annual) death rate is an average value over an interval, based
on the average population at risk for the interval, typically estimated by the mid-year population
(which is why such death rates are called “central death rates”). In contrast, the risks in column B
apply not to the average population or mid-year population but to the population at the start of the
interval, which in a life-table is always greater than the average population size during the interval.

Assume that the death rate during an age interval remains fixed, so that the cohort experiences
deaths during each month of the interval. Cohort members who die in the first months of the
interval are obviously no longer at risk of dying later during the interval. A decreasing population
with fixed death rates means that the number of deaths in each month of the interval also decreases.
The calculation of the risk for the interval takes into account the fact that the cohort shrinks during
the interval. At young ages, when age-specific death rates are small, the shrinkage is slight so the
one-year risk is very close to the annual death rate and the five-year risk is very close to five times
the average annual death rate. But at older ages, substantial shrinkage occurs and the risk is
therefore less than the number of years times the average annual death rate.

To illustrate:

During infancy, the cohort loses 835 members, so that it shrinks from 100,000 to 99,165. The
average or mid-year population, then, is approximately (.5)(100,000 + 99,165) or, equivalently,
100,000 -.5(835) = 99,582.5. This number is very close to 100,000, so it is easy to see why the death
rate during the first year (835 deaths divided by 99,582.5 = 0.00839) is almost identical to the first-
year risk (0.00835). Similarly, during the next four years (ages 1-5), the average annual death rate
during the interval is approximately 0.000444 (176 deaths/4 years, divided by 99,077, the average
population during the interval). Multiplying this rate by four years gives 0.00178, nearly identical to
the four year risk (0.00177).
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At the other end of the life table, cohort size loses 15,472 members, declining from 47,900 at age 80
to 32,428 at age 85. The average annual death rate is 0.07704 (15,472 / 5 years divided by the
average size of the cohort, 40,164). Multiplying this rate by five years gives 0.38522, which is
considerably greater than the five-year risk in column B (0.32300). We can come much closer to this
five-year risk if we treat the five-year interval like a miniature life-table by dividing up the five-year
interval into single years and applying the average annual death rate (0.07704) to each year of the
cohort:

Annual Proportion Cumulative Cumulative

Death surviving Proportion Proportion
Age Rate that year surviving dying
80-81 0.07704 0.92296 0.92296 0.07704
81-82 0.07704 0.92296 0.85186 0.14814
82-83 0.07704 0.92296 0.78623 0.21377
83-84 0.07704 0.92296 0.72566 0.27434
84-85 0.07704 0.92296 0.66975 0.33025

The cumulative 5-year risk calculated from the cumulative proportion dying comes very close to the
value figure in column B of the table (0.32300). If we divide each year into 12 months, or 52 weeks,
or 365.25 days, the life-table-type calculation comes even closer. (Using calculus, it can be shown
that in the limit, as the number of units becomes infinite and their size approaches zero, the life-
table computation of the 5-year = 1 - exp(-5 x 0.07704) = 0.3197.)

Deriving life expectancies

Now we present the rest of the NCHS (abridged) U.S. 1993 life table, by including its three right-

most columns.

Column E shows the sum of the number of years lived by all members of the cohort during each
age interval. During a five-year interval, most cohort members will live for five years, but those who
die during the interval will live fewer years. During the lowest risk five years (ages 5-10), neatly all of
the 98,989 cohort members who enter the interval (column C) will live 5 years, for a total number of
years of life of 494,945, which is just slightly above the value in column E. Between ages 80 and 85,
however, only about two-thirds of the entering cohort live all five years, so the number in column E
(201,029) is much lower than five times column C (239,500). However, if we use the average
population size (40,164) to estimate years of life lived during ages 80-85, we obtain 5 x 40,164 =
200,820, which is very close to the number in Column E. (The numbers in column E also can be
explained in terms of the concept of a “stationary population™.)

The next column (F) gives the sum of the number of years of life during the specific age interval and
the remaining intervals. For example, the 395,851 total years of life remaining for the cohort
members who attain age 80 are the sum of the 201,029 years to be lived during 80-85 plus the
194,822 years left for those who survive to age 85. The 669,345 years for cohort members reaching
age 75 are the sum of the 273,494 years to be lived during the age 75-80 interval plus the 395,851
years remaining for members who reach age 80.
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U.S. 1993 abridged life table (total population)
(Source: National Center for Health Statistics)

Age Risk Number
Interval of still Years Years Life

(years) death alive Deaths lived remaining  expectancy
X-x+n an lx an an Tx

) B) © D) (E) ®) (S

<=1lyr .00835 100,000 835 99,290 7,553,897 75.5

1-5 00177 99,165 176 396,248 7,454,607 75.2

5-10 .00106 98,989 105 494,659 7,058,359 71.3
10-15 00126 98,884 125 494,177 6,563,700 66.4
15-20 00431 98,759 426 492,829 6,069,523 61.5
20-25 00545 98,333 536 490,352 5,576,694 56.7
25-30 00612 97,797 599 487,486 5,086,342 52.0
30-35 00797 97,198 775 484,098 4,598,856 47.3
35-40 01031 96,423 994 479,771 4,114,758 42.7
40-45 01343 95,429 1,282 474,168 3,634,987 38.1
45-50 01842 94,147 1,734 466,717 3,160,819 33.6
50-55 02808 92,413 2,595 455,985 2,694,102 29.2
55-60 04421 89,818 3,971 439,733 2,238,117 24.9
60-65 06875 85,847 5,902 415,279 1,798,384 20.9
65-70 10148 79,945 8,113 380,318 1,383,105 17.3
70-75 14838 71,832 10,658 333,442 1,002,787 14.0
75-80 21698 61,174 13,274 273,494 609,345 10.9
80-85 32300 47,900 15,472 201,029 395,851 8.3
>=85 1.00000 32,428 32,428 194,822 194,822 6.0

Life expectancy, then, the average number of years of life remaining after a given age, is the total
years of life left (column F) divided by the number of cohort members who have attained that age
(column C). Since the cohort numbers 100,000 at birth, life expectancy at birth is simply 7,553,897
/ 100,000 = 75.5. The 89,818 cohort members who attain age 55 years have a total of 2,238,117
total years of life remaining, or an average of 24.9 years.

An advantage of surviving is that the average age the cohort will expect to attain keeps rising also.
Fifty-year-olds have an average life expectancy of 29.2, for an expected age at death of 79.2; 70-year-
olds have an average life expectancy of 14.0, for an expected age at death of 84 years. The reason,
of course, is that cohort members who live shorter lives bring down the average; when they drop
out the average is reduced by less than the number of years of the interval.

Cohort life tables

Because the current life table uses risks derived from current (or recent) death rates at each age, the
life expectancies are simply a technique for summarizing them more meaningfully than if we took a
simple average of age-specific death rates. Of course, in actual fact, age-specific death rates are likely
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to change, hopefully to decline. If they do, then by the time a cohort of newborns reach age 20,
they will experience not the 1993 death rates for 20-year-olds but those in effect in 2013. Similarly,
they will experience the death rates for 30-year-olds in effect in 2023, for 40-year-olds in 2033, and
so forth.

The cohort life table is constructed to take account of changing death rates. Of course, if such a life
table is to be based on observed death rates, it can apply only to a cohort born sufficiently in the
past. If, for example, we create a cohort life table for persons born in 1880, then we can use the
observed death rates for the appropriate age for each year or interval beginning in 1880. Average
years of life remaining at each age of a life table constructed from historical death rates summarizes
the actual mortality experience of past birth cohorts. In epidemiology, cohort life tables are used
much more often than current life tables, because the life table technique is often useful for
analyzing data collected during the follow-up of a cohort (some authors call these follow-up life
tables).

The cohort in a current or cohort life table loses members only to death, so that everyone who
survives an interval is included in the next one. The cohorts studied by epidemiologists, on the
other hand, can lose members who become lost to follow-up so that their vital status cannot be
determined. Moreover, epidemiologists usually study outcomes other than all-cause mortality, so
epidemiologic cohorts lose members who migrate or withdraw from the study or who become
ineligible to have the outcome of interest (e.g., due to such reasons as death from another cause,
surgical removal of an organ prior to the development of the disease of interest, or discontinuance
of a medication being studied). In addition, the members of an epidemiologic cohort may not enter
the cohort at the same calendar time or age.

A follow-up life table provides a way of representing and analyzing the experience of an
epidemiologic cohort. In one common type of follow-up life table, people being studied are entered
into the cohort on the basis of an event, such as employment, illness onset, surgery, attaining age 18,
or sexual debut, and are then followed forward in time. Their time in the cohort (and in the life
table) is computed with respect to their enrollment event. At each time interval following initiation
of follow-up, the number of outcomes observed is analyzed in relation to the cohort members
whose status is observed for all or part of the interval. Where the precise time of follow-up for each
cohort member is unknown, then some intermediate number is used, in analogy to the use of the
mid-year population for a central death rate.

Cohort effects

The life table and the TFR are both based on the concept of a cohort proceeding through time, and
both employ the assumption that age-specific rates remain constant. In actuality, of course, age-
specific rates do change over secular time, and populations are composed of many cohorts, not only
one. Since age, secular time, and cohort are fundamentally tied to one another - as time advances,
cohorts age - it can be difficult to ascertain whether an association with one of these aspects of time
reflects the influence of that aspect or of another.
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When we look at a single age-specific rate for a given year, we have no indication of the extent to
which that rate reflects the influences of chronological age, calendar time-associated changes in the
social and physical environment, or characteristics of the cohort that happens to be passing through
that age during that year. Even if we look at a given age interval across a span of calendar years or at
multiple ages in a given year, there is no way for us to know whether what appear to be changes
associated with aging or the passage of time are really reflections of the characteristics of different
cohorts (i.e., characteristics acquired due to environmental experiences at a formative period of life,
such as exposure to lead in infancy or to radiation in adolescence).

Attempts to disentangle the interwoven effects of age, secular time, and cohort are referred to as
“age-period-cohort” analyses. The most straightforward approach involves assembling data from
more than one period and from a broad range of ages, and then examining the data in relation to
age, period, and cohort. For example:

Age-period-cohort analysis of mean serum cholesterol (mg/dL, hypothetical data)

60-69 200% 210° 235¢ 240° 230"
50-59 205° 230¢ 235P 225" 215"
40-49 240° 230P 220F 210° 200¢
30-39 225P 215" 205° 1956 1851
20-29 210" 200" 190¢ 180" 170"
1950-59 1960-69 1970-79 1980-89 1990-96

Birth cohorts:

A -1890-1899 D -1920-1929 G - 1950-1959
B - 1900-1909 E - 1930-1939 (underlined) H -1960-1969
C-1910-1919 F - 1940-1949 1-1970-1979

From the columns (calendar decades), it appears that serum cholesterol increases by 15 mg/dL per
decade of age. If we had only one calendar decade of data, this observation is all that we can make,
leading us to overstate the relationship between age and cholesterol. With the full data, we can
follow the birth cohorts longitudinally, which reveals that for a given cohort cholesterol rises by 5
mg/dL per decade of age, but that also each new cohort has 10 mg/dL lower average cholesterol
than the previous one.

This observation can be labeled a “cohort effect” and has the capability to confuse interpretation of
cross-sectional (one point in time) data. (The reason that the 15 mg/dL increase does not continue
at the older ages in the earlier decades is that I decided to precede the secular decline in cholesterol
with a secular rise, so that the earliest cohorts had lower cholesterol levels than the ones that came
afterwards.)
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Thought question: Professors typically comment that with each entering class (i.e., cohort), students
seem to be younger. Is this an effect of age, secular time, or cohort? (See bottom of page for the
answer.)
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Answer: Age - the aging of the professors!
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Descriptive studies and surveillance - Assignment

Reading: John C. Bailar and Elaine M. Smith. Progress against cancer? N Engl J
Med 1986; 314:1226-32.

1. During the 20 years from 1962 to 1982, the number of Americans dying from cancer increased
56%, from 278,562 to 433,795. If a news reporter asked you how these numbers could be
regarded as anything other than an indication of clear defeat in the "War against Cancer"
declared by President Nixon in 1971, what issues about interpretion of these numbers would be
important to explain to the reporter?

2. Assuming perfect information, which measure — mortality, incidence, or survival — is the best
index of possible progress against cancer? Why?

3. What are the limitations of using national mortality statistics to assess changes in cancer rates?

4. If breast cancer was the leading cause of cancer death in women in 1982, why are the breast
cancer mortality rates in Figure 2 so far below those for lung and colon/rectum cancer?

5. Prostate cancer mortality rates in Figure 2 have remained stable despite continual increases
among nonwhite men. What are possible reasons why the overall rates have remained stable in
spite of this increase?

6. For which change in site-specific cancer mortality in Figure 2 would epidemiology most like to
claim credit? Who or what probably deserves credit? Explain.

7. What are some of the limitations of available incidence data for assessing progress against
cancer?

8. What are some of the limitations of using case survival data for assessing progress against
cancer?

The following questions pertain to the Standardization topic, which has not been covered yet. But
see what you can do with them from information in the article or from your own knowledge.

9. Why has the dramatic decline in age-adjusted cancer mortality in Americans under age 30 had so
little impact on total cancer mortality?

10. Why do the authors elect to use a direct, rather than an indirect, adjustment procedure for
mortality and incidence rates?

11. Figure 5 projects age-adjusted cancer mortality to the year 2000. Would direct or indirect
adjustment have been more appropriate for this figure? If the NCI goal is achieved, will crude
cancer mortality fall more or less sharply than the projection in Figure 57?

12. Has the War on Cancer been lost? Should resources be shifted from research on cures to
research on prevention? Why?
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Descriptive studies and surveillance - Assignment solutions

1. The absolute number of cancer deaths is a function of the number of Americans and their
personal characteristics, such as age and gender. During the period from 1962 to 1982, the U.S.
population has increased in size, and the population age distribution has shifted so that both
median age and the proportion of Americans above age 65 have increased. These changes
would greatly increase the number of cancer deaths independently of any advance or retreat in
the "War on Cancer"”. Conversely, the decline in the population sex ratio (males:females) would
lower the number of cancer deaths (since the death rate for men is greater than that for women).
Therefore rates and proportions, which express numbers of deaths in relation to population size,
are more informative than are raw numbers. Similarly, adjustment for characteristics (e.g., age
and sex) that are regarded as irrelevant to the question at hand provide a better comparison.

2. The choice of a measure(s) depends upon the study question or objective as well as on the
availability of data. Mortality measures reflect both incidence and survival and are also more
widely available (from vital statistics data), so mortality is the best single indicator for a "bottom
line" index. On the other hand, nonfatal disease entails suffering, disability, and costs, so
incidence is in some ways a better (and more demanding) measure of disease burden than is
mortality, especially when the disease does not lead rapidly and inevitably to death. Of course,
progress against cancer can take many forms, including reduced incidence, detection and simpler
treatment of presymptomatic or precancerous lesions, improved survival, less pain and suffering,
and improved quality of life among survivors. A thorough examination would involve all these
dimensions.

3. Cancer mortality statistics necessarily depend upon the classification and coding of cause of
death. Death may occur from or in the presence of multiple pathologic processes (e.g., cancer,
heart disease, lung disease), in which case a decision must be made in selecting the "underlying
cause" that determines how the death is tabulated in vital statistics reports. All of these factors
can differ from place to place and can change over time, as diagnostic methods, access to care,
and understanding of disease improve. So various factors besides the incidence of a disease and
the effectiveness of treatment for it can complicate comparisons of mortality rates.

4. The breast cancer (and prostate cancer) mortality rates shown in Figure 2 are based on the entire
population (p 1227, col 2), even though primarily (only?) women (and only men) contribute
deaths to the respective numerators.

5. For overall prostate cancer mortality rates to remain stable in spite of increases among nonwhite
men, prostate cancer mortality rates among white men must have declined.

6. Epidemiology would presumably most like to claim credit for the decline in stomach cancer,
because of its steepness and because the decline reflects lower incidence, i.e., prevention. But
the decline is probably a result of improvements in socioeconomic status, nutrition, and
transport, storage, and preservation of foodstuffs, which did not come about as the result of
findings or recommendations from epidemiology. In fact, the decline began before chronic
disease epidemiology had really got underway.
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7. Incidence data are available for only a (nonrandom) portion of the U.S. population (SEER data
cover only 10%) and go back only about 25 years. There are too few data to estimate stable
annual rates for nonwhites. Furthermore, the clinical importance of lesions found through
sensitive screening procedures is sometimes uncertain. If lesions have the microscopic
appearance of cancer they will be reported, yet in some cases they may not behave as cancer or
may progress so slowly that they will not influence the life or health of the patient (as appears to
be the case for the majority of prostate cancers).

8. Survival rates have as their denominator cases of a disease. Any problems in defining a case and
classifying individuals as cases can confound survival rates. In particular, "overdiagnosis"
(classifying as cancer lesions that do not or at least do not yet exhibit malignant behavior) will
spuriously inflate survival rates. Also, earlier detection of truly malignant lesions, by advancing
the time of detection ("lead time™) from the time when symptoms occur, will increase the time
between detection and death (survival time) regardless of an effect of treatment.

9. Because such deaths account for a very small portion of total cancer mortality, their influence on
total cancer mortality is minor.

10. Direct adjustment uses weighted averages obtained from a single set of weights, so the adjusted
rates are comparable to one another. Indirect adjustment uses weights from each separate group
to compute its adjusted rate, so technically speaking, these rates can be compared only to the
standard population.

11. Direct adjustment is appropriate because the figure compares mortality rates for different years
(which would be problematic unless all are adjusted using the same weights) and the numbers of
deaths are adequate to satisfy direct adjustment's need for stable estimates of age-specific rates.
Since the population of the U.S. is aging, declines in age-specific mortality rates will be partly
offset by a greater proportion of the population in age groups with higher mortality rates.
Therefore, the actual (crude) death rate for cancer will not decline as sharply as will the age-
adjusted death rate (assuming we achieve the NCI goal).

12. Perhaps not lost, but certainly not won. On the other hand, people affected by cancer (their
own or a loved one's) are generally much more interested in and grateful for new treatments
than are people who are never affected by cancers grateful for preventive measures. This is the
paradox of public health and a major challenge to shifting the allocation of resources towards
prevention.

Bailar and Smith assert: "By making deliberate choices among these measures, one can convey any
impression from overwhelming success against cancer to disaster.” (page 1231). Or as stated in the
"evolving text", the choice of a measure depends upon the objective of the measure (!).
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4. The Phenomenon of Disease

Concepts in defining, classifying, detecting, and tracking disease and other health
states. The concept of natural history — the spectrum of development and
manifestations of pathological conditions in individuals and populations.

Definition and classification of disease

Although the public health profession is sometimes inclined to refer to the health care system as a
"disease care system", others have observed that public health also tends to be preoccupied with
disease. One problem with these charges is that both "health" and "disease" are elusive concepts.

Defining health and disease

Rene Dubos (Man Adapting, p348) derided dictionaries and encyclopedias of the mid-20th century
for defining "disease as any departure from the state of health and health as a state of normalcy free
from disease or pain". In their use of the terms "normal" and "pathological", contemporary
definitions (see table) have not entirely avoided an element of circularity.

Rejecting the possibility of defining health and disease in the abstract, Dubos saw the criteria for
health as conditioned by the social norms, history, aspirations, values, and the environment, a
perspective that remains the case today (Temple e# 2/, 2001). Thus diseases that are very widespread
may come to be considered as "normal" or an inevitable part of life. Dubos observed that in a
certain South American tribe, pinta (dyschromic spirochetosis) was so common that the Indians
regarded those without it as being ill. Japanese physicians have regarded chronic bronchitis and
asthma as unavoidable complaints, and in the mid-19th century U.S., Lemuel Shattuck wrote that
tuberculosis created little alarm because of its constant presence (Dubos, 251). As for the idealistic
vision of health embodied in the WHO Constitution, Dubos wrote:

". .. positive health . . . is only a mirage, because man in the real world must face the
physical, biological, and social forces of his environment, which are forever
changing, usually in an unpredictable manner, and frequently with dangerous
consequences for him as a person and for the human species in general." (Man
Adapting, 349)

With the sequencing of the human genome, the question of what is disease arises must be dealt with
lest every genetic variation or abnormality be labeled as disease-associated (Temple ez al., 2001).
Such labeling can have severe ramifications or alternatively be beneficial. Temple ef al. reject
Boorse's definition [“a type of internal state which is either an impairment of normal functional
ability — that is, a reduction of one or more functional abilities below typical efficiency — or a
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limiation on functional ability caused by environmental agents”*] as clinically impractical and not
helpful for simplifying interpretation of genetic variations. These authors assert that the key element
is risk of adverse consequences and offer the definition “disease is a staze that places individuals at
increased risk of adverse consequences” (Temple et al., 2001, p807, italics in original). The World Health
Organization classifies adverse consequences as including physical or psychological impairment,
activity restrictions, and/or role limitations, though these may be culturally-dependent (Temple ¢f al.,
2001, p808). Indeed, since the risk of adverse consequences is often variable across patients,
Temple ef al. suggest that the ““cutoff’ between the categories of diseased and nondiseased could be
based on many factors, including ... potential for treatment” (p808) and that if the risk from a
genetic abnormality is very low it may be better characterized as a “risk factor” than a “disease”. In
response to a criticism from Gerald Byrne (Seence 7 Sept 2001;293:1765-1766), James Wright (a co-
author of Temple e¢7 al.) acknowledges that no definition will work in all contexts, offers yet another
definition for dealing with risk-taking behaviors, and suggests that “given the potential genetic
explanations for behavioral disorders (2), with time ... mountain climbing might be viewed by some
as [a disease manifestation]” (p.1760; reference 2 is a paper by DE Comings and K Blum in Prog
Brain Res 2000)!

Clearly, general definitions of health and disease involve biological, sociological, political,
philosophical, and many other considerations. Such definitions also have important implications,
since they delimit appropriate arenas for epidemiology and public health. But even with a consensus
on a general definition, we will still face major challenges in recognizing and classifying the myriad
diversity of health-related phenomena encountered in epidemiology and other health (disease)
sciences.

Some definitions of disease and health

Dorland's Illustrated Medical Dictionary (28th ed., Phila, Saunders, 1994):

Disease — "any deviation from or interruption of the normal structure or function of any
part, organ, or system (or combination thereof) of the body that is manifested by a
characteristic set of symptoms and signs .. .".

Health — "a state of optimal physical, mental, and social well-being, and not merely the
absence of disease and infirmity."

Stedman's Medical Dictionary (26th ed., Baltimore, Williams & Wilkins, 1995):

Disease —

1. An interruption, cessation, or disorder of body functions, systems, or organs;

’ C. Boorse, in What is disease? In: Humber JM, REF Almeder, eds, Biomedical ethics reviews, Humana Press, Totowo NJ,
1997, pp.7-8, quoted in Temple ez al. (2001), p807.
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2. A morbid entity characterized usually by at least two of these criteria: recognized etiologic
agent(s), identifiable group of signs and symptoms, or consistent anatomical alterations.

3. Literally dis-ease, the opposite of ease, when something is wrong with a bodily function."
Health

1. The state of the organism when it functions optimally without evidence of disease or
abnormality.

2. A state of dynamic balance in which an individual's or a group's capacity to cope with all the
circumstances of living is at an optimum level.

3. A state characterized by anatomical, physiological, and psychological integrity; ability to
perform personally valued family, work, and community roles; ability to deal with physical,
biological, and psychological and social stress; a feeling of well-being; freedom from the risk
of disease and untimely death."

Taber's Cyclopedic Medical Dictionary ( 17th ed. Phila., FA Davis, 1993. Ed. Clayton L.
Thomas):

Disease — "Literally the lack of ease; a pathological condition of the body that presents a
group of clinical signs and symptoms and laboratory findings peculiar to it and that sets the
condition apart as an abnormal entity differing from other normal or pathological body
states. 'The concept of disease may include the condition of illness or suffering not
necessarily arising from pathological changes in the body. There is a major distinction
between disease and illness in that the former is usually tangible and may even be measured,
whereas illness is highly individual and personal, as with pain, suffering, and distress."
[Examples given include: hypertension is a disease but not an illness; hysteria or mental

illness are illnesses but have no evidence of disease as measured by pathological changes in
the body.]

Classification is the foundation

As stated in an early (1957) edition of the Manual of the International Statistical Classification of Diseases,
Injuries, and Causes of Death (1CD):

"Classification is fundamental to the quantitative study of any phenomenon. It is
recognized as the basis of all scientific generalization and is therefore an essential
element in statistical methodology. Uniform definitions and uniform systems of
classification are prerequisites in the advancement of scientific knowledge. In the
study of illness and death, therefore, a standard classification of disease and injury for
statistical purposes is essential." (Introduction, pp. vii-ix)

The eminent Australian statistician, Sir George H. Knibbs, credited Francois Bossier de Lacroix

(1706-1777), better known as Sauvages, with the first attempt to classify diseases systematically, in
his Nosologia Methodica.

www.epidemiolog.net, © Victor J. Schoenbach 2000 4. Phenomenon of disease - 61
rev. 5/8/2001, 9/16/2001, 6/23/2002




A classification is not merely a set of names to be applied to phenomena, although a nomenclature
— a list or catalog of approved terms for describing and recording observations — is essential. As
explained in the ICD:

"Any morbid condition that can be specifically described will need a specific
designation in a nomenclature. . . This complete specificity of a nomenclature
prevents it from serving satisfactorily as a statistical classification [which focuses on
groups of cases and aims to bring together those cases that have considerable
affinity]. . . . A statistical classification of disease must be confined to a limited
number of categories which will encompass the entire range of morbid conditions.
The categories should be chosen so that they will facilitate the statistical study of
disease phenomena.

"Before a statistical classification can be put into actual use, it is necessary that a
decision be reached as to the inclusions for each category. . . . If medical
nomenclature were uniform and standard, such a task would be simple and quite
direct. Actually the doctors who practise and who will be making entries in medical
records or writing medical certificates of death were educated at different medical
schools and over a period of more than fifty years. As a result, the medical entries
on sickness records, hospital records, and death certificates are certain to be of
mixed terminology which cannot be modernized or standardized by the wave of any
magician's wand. All these terms, good and bad, must be provided for as inclusions
in a statistical classification."

There is not necessarily a "correct" classification system. In classifying disease conditions, choices
and compromises must be made among classifications based on etiology, anatomical site, age, and
circumstance of onset, as well as on the quality of information available on medical reports. There
may also need to be adjustments to meet varied requirements of vital statistics offices, hospitals,
armed forces medical services, social insurance organizations, sickness surveys, and numerous other
agencies. The suitability of a particular system depends in part on the use to be made of the
statistics compiled and in part on the information available in deriving and applying the system.

Defining and measuring the phenomena

Perhaps the first and most important issue in planning or interpreting an epidemiologic study is the
definition and measurement of the disease and/or phenomena under study. How satisfactorily this
issue can be addressed depends on the nature of the phenomena, the extent of knowledge about it,
and the capability of available technology. The specific circumstances can range from the report of
a case or series of cases that do not fit the characteristics of any known disorder to a disease that has
been thoroughly studied and for which highly accurate and specific diagnostic procedures are
available.

In the former category would fall the investigation of the condition that now bears the label chronic
fatigue syndrome, where a vague collection of nonspecific symptoms was proposed to constitute a
previously unrecognized disease entity, which still awaits a consensus regarding its existence. In
situations such as these, a first task is formulating at least a provisional case definition in order to
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proceed with the investigation. In the latter category would fall rabies, where a specific, highly
virulent organism has been identified and produces characteristic manifestations. Psychiatric
disorders would fall somewhere in between. The nub of the problem is that the clarity with which
features of the condition — etiologic factors, co-factors, natural history, response to treatment — can
be linked to it depends on how effective are definition and measurement at excluding other entities
whose different features will become mixed with those truly characteristic of the condition.

Consider an example. Although angina pectoris had been described in the 18th century (by
William Heberden), and some 19th century physicians recognized an association between this
symptom and coronary artery sclerosis found at autopsy, the syndrome of acute myocardial
infarction (MI) was not recognized until the 20th century. According to W. Bruce Fye [The delayed
diagnosis of myocardial infarction: it took half a century. Cireulation 1985; 72:262-271)] the delay was
due to the belief until 1912 that MI was invariably fatal and also to (1) the inconstant relationship of
symptoms to pathological findings, (2) excessive reliance on auscultation as an indicator of cardiac
disease, (3) failure to routinely examine coronary arteries or myocardium at autopsy, (4) tardiness of
clinicians to incorporate new pathophysiologic discoveries into medical practice, (5) willingness to
accept theories of disease not supported by scientific evidence, (6) pre-occupation with the new field
of bacteriology, and (7) the lack of diagnostic techniques with which to objectively identify coronary
artery obstruction or its consequences during life. (This list of reasons fits very well into Thomas
Kuhn's description of the process of paradigm shifts — see citation in chapters 1 and 2.)

Classification criteria and disease definition

Since no two entities are completely identical, we (often unconsciously) group them together or
differentiate between them according to what we believe to be important for our purposes. Even
conditions with different etiologies may nevertheless have the same prognosis or the same response
to treatment. Decisions about how far to subdivide categories of what appears to be a single entity
depend, therefore, on the difference it may make, the level of knowledge, and our conceptual model.

As we gain more sophisticated understanding of the pathophysiological and biochemical
mechanisms of disease conditions — to which the dramatic advances in molecular biology have
contributed greatly — opportunities to differentiate among conditions now treated as a single entity
and questions about whether to do so are becoming more frequent. For example, a mutation in the
p53 gene is present in about 50% of cancers. Should cancers be classified according to whether or
not an aberrant p53 gene is present? Is this aspect more important than the anatomical site or the
histologic type? If two cancers of the same site and histologic type have mutations at different loci
of p53, should they be classified apart?

There are two broad approaches to defining a disease entity. These two approaches are
manifestational criteria and causal criteria [see discussion in MacMahon and Pugh].

Manifestional criteria

Manifestational criteria refer to symptoms, signs, behavior, laboratory findings, onset, course,
prognosis, response to treatment, and other manifestations of the condition. Defining a disease in
terms of manifestational criteria relies on the proposition that diseases have a characteristic set of
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manifestations. The term "syndrome" (literally, "running together" [Feinstein, 2001]) is often
applied to a group of symptoms or other manifestations that apparently represent a disease or
condition whose etiology is as yet unknown. Most chronic and psychiatric diseases are defined by
manifestational criteria (examples: diabetes mellitus, schizophrenia, cancers, coronary heart disease).

Causal criteria

Causal criteria refer to the etiology of the condition, which, of course, must have been identified in
order to employ them. Causal criteria are most readily available when the condition is simply
defined as the consequences of a given agent or process (e.g., birth trauma, lead poisoning). The
other group of conditions where causal criteria are available consists mostly of infectious diseases
for which the pathogen is known, e.g., measles. Through the use of causal criteria, diverse
manifestations recognized as arising from the same etiologic agent (e.g., the various presentations of
infection with Treponema pallidum [syphilis| or with Borrelia burgdorferi [Lyme disease]) can be classified
as the same disease entity. Similarly, conditions that have a similar presentation (e.g., gonorrhea,
chlamydia) can be differentiated. Temple ¢ a/. (2001) associate these two approaches with two
opposing schools, which they term, respectively, “nominalist” (defining disease in terms of labeling
symptoms) and “essentialist (reductionist)” (defining disease in terms of underlying pathological
etiology). [Scadding suggests that the nominalist approach may be “roughly accurate”, whereas the

1 M < 1 ,’*
essentialist approach may be “precisely wrong” ]

Manifestational versus causal criteria

The rationale for defining diseases based on manifestational criteria is borne largely of necessity —
until we know the etiology, what else can we do? — and partly of the expectation that conditions with
similar manifestations are likely to have the same or at least related etiology. Although this
expectation has often been fulfilled, it is by no means a certainty. Simply because two conditions
have identical manifestations (to the extent that we are currently able to and knowledgeable enough
to measure these) does not ensure that they are the same entity in all other relevant respects, notably
etiology. For example, even if major depressive disorder could be diagnosed with 100% agreement
among psychiatric experts, the possibility would still exist that the diagnosis embraces multiple
disease entities with very different etiologies. Similarly, an etiologic process that leads to major
depressive disorder may be expressed with different manifestations depending upon circumstances
and host characteristics.

Replacement of manifestional criteria by causal criteria

Nevertheless, the process seems to work. The evolution of the definition and detection of a disease,
with the replacement of definitions based on manifestational criteria with definitions based on causal
critetia, is well illustrated by HIV/AIDS. In 1981, clinicians in San Francisco reported seeing young
American men with Kaposi's sarcoma, a tumor previously seen only in elderly Mediterranean males.
Physicians in Europe found similar tumors in people from Africa. Shortly afterward, the Centers for
Disease Control (CDC) noted that requests for pentamidine, a rarely prescribed antibiotic used for

. Scadding G, Lancet 1996;348:594, cited in Temple ez al. (2001), p808.
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treating pneumocystis carinii pneumonia (PCP — an opportunistic infection generally seen only in
medically immunosuppressed patients), had increased sharply from California. Investigation
revealed that PCP was occurring in apparently otherwise healthy young men.

A first step in investigating a new, or at least different, disease is to formulate a case definition that
can serve as the basis for identifying cases and conducting surveillance. The Acquired
Immunodeficiency Syndrome (AIDS) was defined by the CDC in terms of manifestational criteria as
a basis for instituting surveillance (reporting and tracking) of this apparently new disease. The
operational definition grouped diverse manifestations — Kaposi's sarcoma outside its usual
subpopulation, PCP and other opportunistic infections in people with no known basis for
immunodeficiency — into a single entity on the basis of similar epidemiologic observations (similar
population affected, similar geographical distribution) and their sharing of a particular type of
immunity deficit (elevated ratio of T-suppressor to T-helper lymphocytes).

After several years human immunodeficiency virus (HIV, previously called human lymphotrophic
virus type III) was discovered and demonstrated to be the causal agent for AIDS, so that AIDS
could then be defined by causal criteria. However, because of the long latency between infection
and the development of AIDS, manifestational criteria are still a part of the definition of AIDS,
though not of HIV infection itself. The original CDC reporting definition was modified in 1985
(Morbidity and Mortality Weekly Report [MMWK] 1985;34:373-5) and again in 1987 (MMIWR 1987:36
[suppl. no. 1§]:1S-15S) to incorporate (1) a broader range of AIDS-indicator diseases and conditions
and (2) HIV diagnostic tests. The proportions of AIDS cases that meet only the newer definitions
vary by gender, race, and risk category.

In parallel with the institution of U.S. reporting definitions there has been an evolution in the
international disease classification for AIDS. An original interim ICD classification for AIDS was
issued on October 1, 1986, with the expectation that periodic revisions would be required. The first
revision (January 1, 1988) characterized the causal agent and the change in terminology from human
T-cell lymphotropic virus-III (HTLV-III) to HIV (Centers for Disease Control. Human
immunodeficiency virus (HIV) infection codes and new codes for Kaposi's sarcoma: official
authorized addenda ICD-9-CM (Revision 2) effective October 1,1991. MMWR 1991; 40(RR-9):1-
19). The 1991 revision dealt only with morbidity reporting and provided for more detail about
manifestations of HIV infection. All manifestations of HIV infection were to be coded, but a
hierarchical classification was made for the stage of HIV infection. Distinctions were made between
conditions occurring with HIV infection (e.g., 042.0: HIV with toxoplasmosis) and those occurring
due to HIV infection (e.g., 042.1: HIV causing tuberculosis).

To recapitulate the above discussion, where we are fortunate, the classification based on
manifestational criteria will closely correspond with that based on causal criteria but this is by no
means assured because:

1. A single causal agent may have polymorphous effects (e.g., cigarette smoking is a causal
factor for diverse diseases, herpes zoster causes chicken pox and shingles);
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2. Multiple etiologic pathways may lead to identical (or at least apparently identical)
manifestations, so that a (manifestationally-defined) disease entity may include subgroups
with differing etiologies;

3. Multicausation necessitates a degree of arbitrariness in assigning a single or necessary cause
to a disease category. For example, nutritional status and genetic constitution are
contributing factors for tuberculosis. Had medical knowledge developed differently,
tuberculosis might be known as a nutritional disorder with the bacillus as a contributory
factor.

4. Often, not all persons with the causal agent (e.g., hepatitis A) develop the disease.

In actual epidemiologic practice, most disease definitions are based on manifestational criteria and
proceed on the general assumption that the greater the similarity of the manifestations, the more
likely the illness represents a unitary disease entity. The objective is to form classifications that will
be useful in terms of studying the natural history of the disease and its etiology and also for
treatment and prevention. There are numerous contemporary (e.g., Gulf War syndrome, chronic
fatigue syndrome) as well as historical examples of this basic approach. In his essay on "The
Blame-X syndrome", Feinstein (2001) points to some of the difficulties that arise in linking
manifestations to etiology when a causative pathophysiologic processes has not been identified and
how cultural, social, political, and legal factors become bound up with the scientific questions.

Disease classification systems

As diseases are defined they are organized into a classification. The primary disease classification
system in use is the International Classification of Disease (ICD), now published by the World Health
Organization. Introduced in 1900 for the purposes of classifying causes of death, the ICD
apparently has its origins in a list of categories prepared by William Farr and Marc D'Espine in 1853
(see Feinstein, 2001, for citation). The ICD was expanded to cover illness and injury in 1948. In the
United States, the National Center for Health Statistics publishes an adapted version of the ICD to
incorporate syndromes and illnesses not listed in the WHO edition. The American Psychiatric
Association performs a similar function for classification of mental disorders, with its Diagnostic and
Statistics Mannal (DSM) (see below).

Disease classification systems do not necessarily provide the kind of information needed for public
health research and policymaking. Diseases and deaths related to tobacco use, for example, cannot
be identified from ICD codes, though there has been a movement toward having tobacco use
appear as a cause on the death certificate. In the injury area, injuries are classified according to the
nature of the injury (e.g., laceration, puncture, burn) rather than the nature of the force that caused it
(e.g., gunshot, fire, automobile crash, fall). Injury prevention researchers advocate the use of E
(External) codes to permit tabulation by the external cause of the injury.

Classification systems, of course, must be periodically revised to conform to new knowledge and
re-conceptualizations. Revisions typically include changes in:

1. usage of diagnostic terms (e.g., for heart disease);

2. disease definitions;

www.epidemiolog.net, © Victor J. Schoenbach 2000 4. Phenomenon of disease - 66
rev. 5/8/2001, 9/16/2001, 6/23/2002



3. organization of categories based on new perceptions about similarities among conditions
(e.g., joint occurrence of hypertension and CHD);

4. coding rule (e.g., priorities for selecting an underlying cause of death when multiple diseases
are present).

Such changes come at a price, in the form of discontinuities in disease rates over time and confusion
for the unwary. For example, prior to 19806, carcinoid tumors were reportable to the National
Cancer Institute's Surveillance, Epidemiology, and End Results program (SEER) only if they were
specifically described as "malignant gastric carcinoid." In 1986, any tumor described as "gastric
carcinoid" was considered malignant and therefore was reportable to SEER. This change produced
a substantial rise in the rate of gastric carcinoid tumors in 1986.

Similar problems in comparing rates over time, across geographical area, or among different health
care providers can arise from differences or changes in "diagnostic custom" or terminology
preferences (see Sorlie and Gold, 1987). In addition, the Diagnosis Related Group (DRG) system
introduced in the United States to control the costs of federal reimbursement to hospitals for health
care has undoubtedly influenced discharge diagnoses in favor of those with higher reimbursement
opportunity. See Feinstein (2001) for more on these and other issues of nomenclature and
classification.

Conceptual questions in classifying diseases

Even without the complicating factors of diagnostic custom or changes in classification systems, by
its very nature classification poses difficult conceptual questions whose resolutions underlie the
disease definitions we employ. Some examples:

1. What constitutes "similarity"?
Examples: adult versus juvenile onset diabetes; melanoma in the retina versus in the skin;
]
pneumonia of viral, bacterial, or chemical origin; cancers with different genetic "signatures".

2. What is the appropriate cutpoint on a continuum?
Examples: blood pressure and hypertension; plasma glucose and diabetes; alcohol
consumption and alcoholism; fetal death and gestational age.

3. How should ambiguous situations be handled?
Examples: hypertension controlled with drugs; subclinical infection; alcoholism,
schizophrenia or depressive disorder in remission.

As perceptions and understanding changes, so do the answers to the questions. For example, in
moving from DSM-III to DSM-1V, the American Psychiatric Association removed the distinction
between "organic" and "inorganic" psychiatric disorders, added categories for premenstrual
syndrome and gender identity problems, and introduced a V-code (nonpathological descriptor) for
religious or spiritual problems ("Psychiatrists set to approve DSM-IV", [AM.A 7/7/93, 270(1):13-
15).
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Classifying cause of death

Since mortality data are generally the most widely available, epidemiologists encounter the above
problems most often in evaluating the accuracy of cause-specific mortality rates. Cause-specific
mortality rates are tabulated using the "underlying cause of death", and until recently this was the
only cause available in electronic form. The underlying cause of death is defined as "the disease or
injury which initiated the train of morbid events leading directly to death, or the circumstances or
violence which preceded the fatal injury" (Manual of the International Statistical Classification of Diseases,
Injuries, and Caunses of Death, Geneva, WHO, 1977: 609-701, quoted in Kircher and Anderson, [AM.A
1987:349). According to Kircher and Anderson, most physicians confuse cause and mechanism.
For example, congestive heart failure, cardiorespiratory arrest, asphyxia, renal failure are mechanisms
— the means by which the cause exerts its lethal effect.

The following are additional operational problems in assigning a cause of death (see Israel ez al.
1980):

1. Many conditions can coexist without a direct etiologic chain. When a combination of causes
is forced into a single cause, the choice may be arbitrary, even if systematic, and the true
circumstances obscured.

2. There is confusion about disease terms; e.g., it is often unclear whether "metastatic" disease
refers to a primary or secondary tumor.

3. There is confusion among certifiers about the meaning of classification terms (e.g.,
"underlying", "immediate", and "contributory" causes). [Confusion is perhaps to be
expected, given the complexity of concept and circumstances. According to the ICD, "The
words 'due to (or as a consequence of)' . . . include not only etiological or pathological
sequences, but also sequences where there is no such direct causation but where an
antecedent condition is believed to have prepared the way for the direct cause by damage to
tissues or impairment of function even after a long interval." (Manual of the international

statistical classification of diseases, injuries, and canses of death, based on the recommendations of the Ninth
Revision Conference, 1975. Geneva: WHO, 1977:700, quoted in MMWR 1991 (26 July);40:3)]

4. Death certificates are often completed late at night or in haste, sometimes to speed funeral
arrangements, by a sleepless physician who has never seen the deceased before and for
whom care of the living is understandably a higher priority. Partly for these reasons death
certificate information is often sloppy or incomplete. Amended certificates with more
complete information can be but are rarely filed, and unlikely diagnoses are rarely queried.

Both mortality statistics and case ascertainment for epidemiologic studies can readily be affected by
such problems and circumstances (see Percy, ¢f a/. 1981). Epidemiologic studies for which cause of
death is important often have a copy of each death certificate reviewed by a trained nosologist, an
expert in classifying diseases, to confirm or correct questionable cause of death information. If
resources are available, medical records may be obtained to validate a sample of the death certificates
and/or to resolve questions.

To illustrate the challenge of classifying cause of death, consider the following case example from
Kircher and Anderson:
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A 65-year-old woman was first seen by her physician five years before her death
when she complained of dyspnea and substernal chest pain precipitated by exertion.
The electrocardiogram on a standardized exercise test demonstrated depression in
the ST segments of 1.5 mV. The patient's symptoms were alleviated by a
hydrochlorothiazide-trimterene combination (Dyazide) and sublingual nitroglycerine
until nine months before death, when the frequency and severity of angina increased.
Propranolol hydrochloride was prescribed.

One month before death and ten days after the onset of a flulike illness, the patient
developed chills, fever, and pleuritic pain. An x-ray film of the chest revealed patchy

consolidation of both lungs. The leukocyte count was 20 x 109/L (20,000/mm?).
Blood cultures were positive for pneumococci. Seventy-two hours after penicillin G
potassium therapy was initiated, the symptoms subsided.

One month after the episode of pneumonia, the patient sustained a myocardial
infarction. Five days after the patient's admission to the hospital, death occurred
suddenly. An autopsy revealed severe coronary atherosclerosis, left anterior
descending coronary artery thrombosis, acute myocardial infarction, left ventricular
myocardial rupture, hemopericardium, and cardiac tamponade.

In this case, the immediate cause of death was rupture of the myocardium. The
rupture was due to an acute myocardial infarction occurring five days before death.
The underlying cause of death — the condition setting off the chain of events leading
to the death — was chronic ischemic heart disease. The deceased had had this
condition for at least five years before her death. Influenza and pneumonococcal
pneumonia should also be shown as other significant conditions that contributed to
death.

Instructions for coding cause of death on death certificates can be found on the web page for the
National Vital Statistics System of the National Center for Health Statistics, CDC
(http:/ /www.cdc.gov/nchs/about/major/dvs/handbk.htm). As of August 2000, the web page
included links for a tutorial by the National Association of Medical Examiners and various
handbooks.

Psychiatric disorders — a special challenge

The challenges of classification of physical disease are formidable, but psychiatric disorders present
an even greater challenge due to the difficulty of finding satisfactory answers to the most basic of
questions, "what is a case?" (John Cassel, Psychiatric epidemiology. In: S. Arieti (ed), American
handbook of psychiatry. 2nd ed. NY, Basic Books, 1974, vol. 2, 401-410; Kendell, Arh Gen Psychiatry
1988; 45:374-376). Despite a (modest) increase in resources and effort aimed at unraveling the
etiology of these disorders, causal relationships have been very difficult to demonstrate. A key
reason for the lack of progress may be problems with the definition of mental disorders (Jacob KS.
The quest for the etiology of mental disorders. | Clin Epideniol 1994;47:97-99).
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Laboratory and other objectively measurable physiological signs have been a tremendous asset for
defining and classifying diseases. Accordingly the need to rely almost exclusively on symptoms,
behavioral observation, response to treatment, course, and outcome — manifestations that are more
difficult to measure with reliability and precision — has put psychiatric nosology at a great
disadvantage compared with physical illness. Although recent progress in psychiatric nosology,
reflected in DSM III, III-R, and IV is believed to have improved reliability of diagnoses, the
resulting diagnostic classifications are probably heterogeneous with respect to etiology.
Subclassification based on biological and molecular variables, to take advantage of the significant
advances in biology and biotechnology, and on refined measures of environmental and
psychological variables may reveal etiologic associations that are masked by the current reliance on
syndrome-based definitions (Jacob). On the other hand, if a disorder represents a "final common
pathway", as has been argued with respect to unipolar major depressive disorder, then diverse
etiologies could conceivably result in a biologically cohesive phenomenon.

Measuring accuracy in classification and detection

In general, any deviation between the (often-unknown) truly relevant biological entity and the result
of the system used to define and detect or quantify it can be regarded as measurement error. Later
in the course we will take up the concept of information bias, which deals with the effects of
measurement error on study findings. Here, though, we will present the basic measures used in
epidemiology to quantify accuracy of detection and classification methods. These measures can be
applied to the detection of any entity, of course, whether it is a disorder, an exposure, or any
characteristic. Besides their use in epidemiology in general, these measures are important for the
selection and interpretation of diagnostic tests used in clinical practice.

If a condition or characteristic can be present or absent, then the accuracy of our system of
detection and labeling can be assessed by its ability to detect the condition in those who have it as
well as by its ability to correctly classify people in whom the condition is absent. Note that for a rare
condition, overall accuracy [(a+d)/n in the table below] primarily reflects the correct identification
of noncases, thus giving little information about the correct identification of cases. Also, overall
accuracy ignores the fact that different kinds of errors have different implications.

Epidemiologists therefore employ separate, complementary measures for the correct classification of
cases and of noncases. The basic measures are:

Sensitivity — the proportion of persons who have the condition who are correctly identified as
cases.

Specificity — the proportion of people who do not have the condition who are correctly
classified as noncases.

The definitions of these two measures of validity are illustrated in the following table.
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Classification contingency table

True status

+ —
Classified T a b (a +b) (Positive tests)
status - c d (c+d) (Negative tests)
Total atc b+d

(Cases) (Noncases)

In this table:
Sensitivity (accuracy in classification of cases) = a / (a + ¢)

Specificity (accuracy in classification of noncases) = d / (b + d)
Sometimes the following terms are used to refer to the four cells of the above table:

a = True positive, TP — people with the disease who test positive

b = False positive, FP — people without the disease who test positive

¢ = False negative, FN — people with the disease who test negative

d = True negative, TN — people without the disease who test negative

However, these terms are somewhat ambiguous (note that "positive" and "negative" refer to the
result of the test and not necessarily to the true condition). The relative costs (financial and human)
of false negatives and false positives are key factors in choosing between sensitivity and specificity
when a choice must be made. The more urgent is detection of the condition, the greater the need
for sensitivity. Thus, a condition that has severe consequences if left untreated and which can be
readily treated if detected early implies the need for a test with high sensitivity so that cases are not
missed. A condition for which an expensive, invasive, and painful diagnostic workup will follow the
results of a positive test implies the need for a test with high specificity, to avoid false positive tests.

Criterion of positivity and the receiver operating characteristic

Often, however, the differences between cases and noncases are subtle in relation to the available
classification system or detection methods. In such cases we can increase one type of accuracy only
by trading it off against the other by where we set the "criterion of positivity", the cutpoint point
used to classify test results as "normal" or "abnormal".

Screening for abnormal values of physiologic parameters is a typical situation. If we are attempting
to classify people as diabetic or not based on their fasting blood glucose level, then we can set our
cutpoint low in order to be sure of not missing diabetics (i.e., high sensitivity for detecting cases) but
in doing so we will also include more people whose blood glucose falls at the upper part of the
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distribution but are not diabetic (i.e., low specificity). If instead we choose a high cutpoint in order
to avoid diagnosing diabetes when it is not present, then we are likely to miss diabetics (low
sensitivity) whose blood glucose falls in the lower part of the distribution. Tests that involve
rendering a judgment based on an image or specimen (e.g., mammography and cytology) involve
similar, though less quantifiable, tradeoffs. As we shall see, in addition to the relative consequences
of false negative and false positive tests, the decision of where to set the criterion of positivity
should also take into account the prevalence of the condition in the population to be tested.

One useful technique for comparing the performance of alternative tests without first having to
select a criterion for positivity and also for selecting a cutpoint is to graph the receiver/response
operating characteristic (ROC) for each test (the concept and terminology come from
engineering). The ROC shows the values of sensitivity and specificity associated with each possible
cutpoint, so that its graph provides a complete picture of the performance of the test. For example,
the sample ROC curve in the figure indicates that at 80% sensitivity, the test is about 95% specific.
At 95% sensitivity, the specificity is only about 74%. If high sensitivity (e.g., 98%) is essential, the
specificity will be only 60%.

Sample ROC curve
specificity
100 90 80 70 60 50 40 30 20 10 0-9
90-99
80-89
B 70-79
=
= 60-69
5
»  50-59
40-49
30-39
20-29
10-19
0-9

An ROC curve that consisted of a straight line from the lower left-hand corner to the upper right-
hand corner would signify a test that was no better than chance. The closer the curve comes to the
upper left-hand corner, the more accurate the test (higher sensitivity and higher specificity).
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Predictive value

Sensitivity and specificity are, in principle, characteristics of the test itself. In practice, all sorts of
factors can influence the degree of sensitivity and specificity that are achieved in a particular setting
(e.g., calibration of the instruments, level of training of the reader, quality control, severity of the
condition being detected, expectation of positivity). However, for any particular sensitivity and
specificity, the yield of a test (accurate and inaccurate positive test results) will be determined by how
widespread the condition is in the population being tested. The typical difficulty is that, since the
number of people without the condition is usually much larger than the number with the condition,
even a very good test can easily yield more false positives than true ones.

The concept of predictive value is used to assess the performance of a test in relation to a given
frequency of the condition being sought. The positive predictive value (PPV) is defined as the
proportion of people with the condition among all those who received a positive test result.
Similarly, the negative predictive value is the proportion of people without the condition among
all those who received a negative test result. Using the same table as before:

Classification contingency table

True status

+
Classified T a b (a+Db) (Positive tests)
status - c d (c+d) (Negative tests)
Total a+tc b+d

(Cases) (Noncases)

Positive predictive value (PPV) = a/ (a+Db)
Negative predictive value NPV) = d / (c + d)

Predictive value is an essential measure for assessing the effectiveness of a detection procedure.
Also, since predictive value can be regarded as the probability that a given test result has correctly
classified a patient, this concept is also fundamental for interpreting a clinical measurement or
diagnostic test as well as the presence of signs or symptoms. The PPV provides an estimate of the
probability that someone with a positive result in fact has the condition; the NPV provides an
estimate that someone with a negative result does not in fact have the condition. (For a full
discussion of the use of predictive value and related concepts in diagnostic interpretation, see a
clinical epidemiology text, such as that by Sackett ez a/.)

In a clinical encounter prompted by symptoms, there is often a substantial probability that the
patient has the condition, so both sensitivity and specificity are important in determining the
proportion of cases and noncases among those who receive positive tests. However, in a screening
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program in the general population, the specificity will typically dominate. Even with perfect
sensitivity, the number of true cases cannot exceed the populatiion size multiplied by the prevalence,
which is usually small. The number of false positives equals the false positive rate (1—specificity)
multiplied by the number of nocases, which for a rare disease is almost the same as the population
size. So unless the prevalence is greater than the false positive rate, the majority of test positives will
not have the disease. For example, if only 1% of the population has the condition, then even if the
specificity is 95% (false positive rate of 5%) the group who receive positive tests will consist

primarily of noncases:
Cases detected (assume 100% sensitivity):
100% sensitivity x 1% with the condition = 1% of population
False positives:

95% specificity x 99% without the condition = 94.05% of population correctly classified,
leaving 5.95% incorrectly labeled positive

Total positives:
1% + 5.95% = 6.95% of population
Proportion of positives who ate cases (PPV) = 1% / 6.95% = 14%

In a population of 10,000 people, the above numbers become 100 (1%) cases, all of whom are
detected, and 9,900 noncases, 595 of whom receive positive tests, for a total of 695 people receiving
positive tests, 100 of whom have the condition. We will take up some of the these issues at the end
of our discussion of natural history of disease.

The dependence of PPV on sensitivity, specificity, and prevalence can be expressed algebraically, as
follows:

True positives 1

PPV = =
True positives + False positives False positives

1+

True positives

1
PPV =

(1 — specificity) (1 — prevalence)

1+
sensitivity X prevalence

This expression shows that PPV is related to the ratio of false positives to true positives. The larger
the ratio, the lower the PPV. If the condition is rare, then (1 — prevalence) is close to 1.0, and even
with perfect sensitivity (sensitivity = 1.0), the ratio of false positives to true positives is no less than
the ratio of (1 — specificity) [the false positive rate] divided by the prevalence. So for small
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prevalences, even a small false positive rate (e.g., 1%) can reduce PPV substantially. Conversely,
applying the test in a high prevalence population (e.g., prevalence 10%) can yield an acceptable PPV
in spite of a much higher false positive rate (e.g., 10%). When a test is used for diagnostic purposes,
the patient is suspected of having the condition, so the PPV for a positive result is much greater
than when the same test is used for population screening.

Natural history of disease

Diseases and other phenomena of interest in epidemiology are processes. For example, the process
by which bronchogenic lung cancer arises involves a progression over many years of the
development of abnormal cells in the bronchial epithelium. Several grades of abnormality
(metaplasia, mild dysplasia, moderate dysplasia, severe displasia) have been described. For the most
part these abnormalities have the potential to disappear spontaneously or regress. However, in one
or a number of cells the abnormality progresses to carcinoma 7 sit# and then to invasive carcinoma.
Depending upon the focus of investigation, the process can extend to very early stages. If our focus
is on primary prevention, we might consider the process of smoking onset, usually in adolescence,
the development of nicotine addiction and the smoking habit, and repeated attempts to quit. We
might also consider the effects of tobacco marketing on smoking onset and maintenance, and the
effects of legislation, litigation, competition, and investment opportunities on tobacco industry
practices.

Thus, defining, observing, and measuring health and disease requires an appreciation of the concept
of natural history — the evolution of a pathophysiologic process. "Natural" refers to the process in
the absence of intervention. Natural history encompasses the entire sequence of events and
developments from the occurrence of the first pathologic change (or even eatrlier) to the resolution
of the disease or death. The natural history of a disease may be described through a staging
classification. Staging can aid in defining uniform study groups for research studies, determining
treatment regimens, predicting prognosis, and in providing intermediate end-points for clinical trials.

Natural history therefore includes a presymptomatic period and a postmorbid period. Of
particular interest for epidemiologists is the former, the period of time before clinical manifestations
of the disease occur and, for infectious diseases, the period of time between infection and
infectiousness. For non-infectious diseases, the term induction period refers to the "period of time
from causal action until disease initiation" (Rothman and Greenland, p14). The induction period
may be followed by a latent period (also called Jatency), which is the "time interval between disease
occurrence and detection" (Rothman and Greenland, p15). This distinction, though not made by all
authors, is important for diseases that can be detected through screening tests, since the latent
period represents the stage of the disease natural history when early detection is possible.

The distinction is also important for designing epidemiologic studies. Since the time of disease
detection may be advanced through the application of screening and diagnostic tests, the number of
cases detected can change with technology. Also, the collection of historical exposure data should
be guided by a concept of when such exposure would have been biologically relevant. For a factor
believed to contribute to the initiation of a disease, exposure must occur before that point. For a
factor believed to contribute to promotion or progression of the condition, exposure can take place
following initiation.
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For infectious diseases, there are two markers of epidemiologic importance: disease detection and
the onset of infectiousness. Incubation period refers to the "time from infection to development
of symptomatic disease" (Halloran, p530). This term is sometimes applied to non-infectious
diseases, but often without a precise meaning. The incubation period thus covers both the
induction and latent periods as these are defined for non-infectious diseases. In contrast, the term
latent period has a different meaning for infectious diseases, where it denotes "the time interval from
infection to development of infectiousness" (Halloran, p530). Since an infected person may be
infectious before developing symptoms, while symptomatic, or after disappearance of symptoms,
there is no absolute relationship of incubation and latent periods for infectious disease. Relevant
concepts are inapparent or silent infection (asymptomatic, either infectious or non-infectious) and
carrier (post-symptomatic but still infectious) (Halloran, pp530-531).

Infectious disease

Incubation "time from infection to development of symptomatic disease"
(Halloran, p530)

Latency "the time interval from infection to development of infectiousness"
(Halloran, p530)

Non-infectious disease

Induction "period of time from causal action until disease initiation" (Rothman
and Greenland, p14)

Latency "time interval between disease occurrence and detection" (Rothman
and Greenland, p15)

Acute versus chronic diseases

Historically, disease natural histories have been classified into two broad categories: acute and
chronic. Acute diseases (typically infections) have short natural histories. Chronic diseases (e.g.,
cancer, coronary heart disease, emphysema, diabetes) have long natural histories. So great has been
the dichotomy of acute/infectious disease versus chronic/noninfectious disease that many
epidemiologists and even departments of epidemiology are frequently regarded as one or the other.

In 1973 in the first Wade Hampton Frost Lecture, Abraham Lilienfeld regretted the concept of
"Two Epidemiologies" and sought to emphasize the aspects in common between infectious and
noninfectious epidemiology (see A | Epidemiol 1973; 97:135-147). Others (e.g., Elizabeth Barrett-
Connor, Infectious and chronic disease epidemiology: separate and unequal? _Aw | Epidenriol 1979;
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109:245) have also criticized the dichotomy both in terms of its validity and its effect on
epidemiologic investigation.

The growth of evidence for viral etiologies for various cancers (notably T-cell leukemias and cervical
cancer) as well as other chronic diseases (e.g., juvenile onset diabetes mellitus and possibly multiple
sclerosis) and for the central roles of immune system functions in chronic diseases demonstrates the
importance of building bridges between the two epidemiologies. Also problematic for the identities
acute = infectious and chronic = noninfectious are slow viruses, such as HIV. HIV may or may not
produce a brief, flu-like syndrome within a week or so after infection. During the several weeks or
months the host antibody response develops, and the virus enters a prolonged subclinical state
during which the virus appears to remain quiescent. Many years may elapse until a decline in CD4
lymphocytes occurs and results in (chronic) immune deficiency.

Knowledge of the pathophysiology of early HIV infection is the basis for the Serologic Testing
Algorithm for Recent HIV Seroconversion (STARHS, Janssen e al., 1998). The STARHS technique
uses an assay whose sensitivity has been deliberately reduced. Specimens found to be HIV-positive
in a sensitive assay are retested with the "de-tuned assay". Failure to detect antibody with the less
sensitive assay most likely signifies that the infection was recently-acquired and the antibody
response has not fully developed. Thus, the technique makes it possible to establish what
proportion of HIV infections in a population occurred recently, indicating the level of continuing
transmission.

Spectrum of disease

Diseases typically involve a spectrum of pathologic changes, some of which are considered disease
states and some pre-disease states. The spectrum of disease concept has been studied, at the cellular
and molecular level, for both coronary artery disease and cancer. Seeing more of the full spectrum
or sequence can make us less certain at what point the "disease" has actually occurred.

Coronary artery disease:

Coronary artery disease pathogenesis is now understood in considerable detail (e.g., see Fuster e/ a/.
N Engl | Med, Jan 23, 1992;326(4):242 and Herman A. Tyroler, Coronary heart disease in the 21st
century. Epideniology Reviews 2000;22:7-13). "Spontaneous" atherosclerosis is initiated by chronic
minimal (Type I) injury to the arterial endothelium, caused mainly by a disturbance in the pattern of
blood flow in certain parts of the arterial tree. This chronic injury can also be potentiated by various
factors, including hypercholesterolemia, infection, and tobacco smoke constituents.

Type I injury leads to accumulation of lipids and monocytes (macrophages). The release of toxic
products by macrophages leads to Type II damage, which is characterized by adhesion of platelets.
Growth factors released by macrophages, platelets, and the endothelium lead to the migration and
proliferation of smooth-muscle cells, contributing to the formation of a "fibrointimal lesion" or a
"lipid lesion". Disruption of a lipid lesion leads to Type III damage, with thrombus formation.
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Small thrombi can contribute to the growth of the atherosclerotic plaque. Large thrombi can
contribute to acute coronary syndromes such as unstable angina, myocardial infarction, and sudden
ischemic death. Autopsy studies have revealed early, microscopic lesions in infants, though they
regress. In adolescents, fatty streaks containing smooth-muscle cells with lipid droplets are
observed. At this age fatty streaks are not surrounded by a fibrotic cap, which develops on some
lesions in the 20's. Progression to clinically manifest, enlarging atherosclerotic plaques, such as those
causing exertional angina, may be slow (probably in response to Type I and Type II injury) or rapid
(in response to Type III injury). At what point in this process is "coronary artery disease" present?

Cancer:

Cancer is also a multistage process, involving tumor initiation, promotion, conversion, and
progression. Shields and Harris (Molecular epidemiology and the genetics of environmental cancer.
JAMA August 7, 1991;266(5):681-687) describe the process as follows: "Tumor initiation involves
the direct effects of carcinogenic agents on DNA, mutations, and altered gene expression. The
attendant defects are involved in tumor promotion, whereby cells have selective reproductive and
clonal expansion capabilities through altered growth, resistance to cytotoxicity, and dysregulation of
terminal differentiation. Tumor promotion further involves an 'initiated' cellular clone that may also
be affected by growth factors that control signal transduction. During this process, progressive
phenotypic changes and genomic instability occur (aneuploidy, mutations, or gene amplification).
These genetic changes enhance the probability of intiated cells transforming into a malignant
neoplasm, the odds of which are increased during repeated rounds of cell replication. During tumor
progression, angiogenesis allows for a tumor to grow beyond 1 or 2 mm in size. Ultimately, tumor
cells can disseminate through vessels, invading distant tissues and establishing metastatic colonies."
(681-682) When did "cancer" begin?

One of the cancers where understanding of natural history process has progressed to the
identification of specific gene mutations is colon cancer. The process begins with initiation, e.g.
chemical or radiation genetic damage to cell. It is now believed that alteration of a gene on
chromosome 5 induces a transformation from normal colonic epithelium to a hyperproliferative
epithelium. Initiated cells may then go through a series of distinct stages. The transformation
process is enhanced by "promoters", which may be harmless in the absence of initiation. Stages that
have so far been identified and the accompanying genetic alterations are shown in the accompanying
figure. The progression from normal epithelium to cancer takes about ten years.

Stage of the cancer at diagnosis is influenced by various factors including screening and largely
determines the outcome of therapy. Basic stages are: localized (in tissue of origin), regional spread
(direct extension to adjacent tissues through tumor growth), and metastatic spread (tumor sheds
cells that form new tumors in distant areas). Symptoms of various kinds develop according to the
particular tissues and organs affected, and even the particular type of tumor cell (e.g., tumors in
nonendocrine tissues can sometimes produce hormones).

Thus, the natural history of a disease can involve many, complex processes and developments long
before the appearance of a clinical syndrome and even before the existence of the "disease" can be
detected with the most sophisticated clinical tests. Moreover, particularly since some of the early
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stages are spontancously reversible, it is not always clear even theoretically when the "disease" itself
1s present.

Adenoma Class 1

[Ras gene mutation)]

Adenoma Class I1

[Chromosome 18 loss — DCC gene?]

Adenoma Class 111

[Chromosome 17 loss]

Carcinoma

[Chromosome 5? loss|

Metastasis

(DCC = "deleted in colorectal cancer" gene) Cotrection of any one of
chromosomes 5, 17, or 18 reduces malignancy, but only chromosome 18
restoration increases responsiveness to growth-inhibitory effects of
transforming growth factor beta (TGF-beta).

Sources: Eric J. Stanbridge, Identifying tumor suppressor genes in human
colorectal cancer. Science 5 Jan 1990; 247:12-13; Colorectal cancer: new
evidence for the adenoma/carcinoma sequence. Editorial. The Lancet 25
July 1992; 340:210-211)

Understanding the natural history of diseases and other conditions of interest is fundamental for
prevention and treatment, as well as for research. The effectiveness of programs for early detection
and treatment of cancer, for example, depends upon the existence of an extended period where the
cancer or a premalignant lesion is asymptomatic yet detectable and where treatment is more effective
than after symptoms appear. In order to evaluate the efficacy of therapeutic interventions,
knowledge of the natural history in the absence of treatment is crucial. These concepts will be
illustrated by considering cancer screening procedures.

Natural history and screening

Population screening is defined as the application of a test to asymptomatic people to detect
occult disease or a precursor state (Screening in Chronzc Disease, Alan Morrison, 1985). The immediate
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objective is to classify them as being likely or unlikely of having the disease under investigation. The
goal is to reduce mortality and morbidity on the basis of evidence that earlier treatment improves
patient outcomes. The design and evaluation of population screening programs depend crucially on
the natural history of the disease in question.

For a screening program to be successful it must be directed at a suitable disease and employ a good
test. Diseases for which screening may be appropriate are typically cancers of various sites (e.g.,
breast, cervix, colon, prostate), infectious diseases with long latency periods such as HIV and
syphilis, and physiologic derangements or metabolic disorders such as hypertension,
hypercholesterolemia, phenylketonuria, etc. What these conditions have in common is that they
have serious consequences which can be alleviated if treatment is instituted early enough. The
natural histories of these conditions involve a period of time when the condition or an important
precursor condition (e.g., dysplasia) is present but during which there are no symptoms that will lead
to detection.

Earlier in this topic we defined the latent period as the time between disease initiation and its
detection. Cole and Morrison (1980) and Morrison (1985) refer to the total latent period as the total
pre-clinical phase (TPCP). However, only a portion of the TPCP is relevant for screening — the
period when the condition can be detected with the screening test. Cole and Morrison refer to this
portion as the detectable pre-clinical phase (DPCP). The preclinical phases end when the patient
secks medical attention because of diagnostic symptoms. The DPCP is that part of the TPCP that
begins when the screening test can detect the disease. Thus, the DPCP can be advanced if the
screening test can be improved. The preclinical phase can be shortened by teaching people to
observe and act promptly on early or subtle symptoms.

For a condition to be a suitable one for population screening, it must have a prolonged DPCP, thus
providing ample time for advancing the date of disease detection and treatment. For a screening test
to be suitable, it must be inexpensive, suitable for mass use, and without risk. It must have good
sensitivity, so that the condition is not missed too often, which may give clients false reassurance.
Moreover, the relevant sensitivity is for detecting the DPCP, rather than clinical disease, since it is
the detection of the DCPC that provides the advantage from screening. The test must have
excellent specificity, to avoid an excessive number of false positive tests. Importantly, the test must
be able to maintain these attributes when administered and interpreted in volume in routine practice.

A major stumbling block in recommending population screening is the need to balance any benefit
from early detection of cases against the expense, inconvenience, anxiety, and risk from the medical
workups (e.g., colonoscopy, biopsy) that will be needed to follow-up positive tests on people who
do not in fact have the condition. As demonstrated earlier, even a highly accurate test can produce
more false positives than true ones when applied in a population where condition is very rare. Low
positive predictive value (high proportion of false positives) has been a principal argument against
HIV screening among applicants for marriage licenses, screening mammograms for women under
age 50 years, and prostate cancer screening with prostate specific antigen (PSA).

(Although the test itself may be the same, it is important to distinguish between the use of a test for
screening and its use for diagnosis. Since in the latter context the test has been motivated by the
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presence of signs or symptoms and history, the prevalence of the condition among the test
recipients is much greater, so that a positive test has a much higher positive predictive value. The
term case-finding is sometimes used to refer to the application of the test to asymptomatic patients
in a primary care setting. Case-finding likely assures effective follow-up for people receiving a
positive test, though possible issues related to economic and personal costs of false positives
remain.)

Criteria for early detection of disease through screening

Criteria to be met before screening for a given disease:
1. Natural history of disease must be understood
2. Effective treatment is available
3. A testis available by which the disease can be recognized in its pre-clinical phase
4

The application of screening makes better use of limited resources than competing medical
activities

Evaluation of screening programs

Early outcomes for evaluating a screening program are stage of the disease and case fatality. If the
screening is effective, the stage distribution for cases should be shifted towards earlier stages and a
greater proportion of patients should survive for any given time period. Late outcomes are reduced
morbidity and mortality. However, these outcome measures can all be affected by features of
disease definition and natural history. Three potential pitfalls are lead time, length bias, and
overdiagnosis.

Lead time is the amount of time by which screening advances the detection of the disease (i.e.
the time between detection by a screening test and detection without a screening test). Even if
the interval between the (unknown) biologic onset of the disease and death is unchanged, earlier
detection will lengthen the interval between diagnosis and death so that survival appears
lengthened. Lead time bias results when a screening program creates the appearance of delaying
morbidity and mortality but in reality does not alter the natural history.

Length bias results if tumors are heterogeneous in respect to their aggressiveness, with slower
growing tumors having a more favorable prognosis (or at least longer time to death). Slower
growing tumors are more likely to be detected by screening, since they are present and
asymptomatic longer (i.e., they have a longer DPCP) than are rapidly growing, aggressive
tumors. So tumors detected by screening will overrepresent slow growing, hence survivable,
tumors than will cancers detected because of appearance of symptoms (the latter cases are called
"interval cases" because they are detected during the interval between screens).

Overdiagnosis results from the detection, by the screening test, of nonmalignant lesions that
are judged to be malignant or to have malignancy potential. Prior to the use of the screening
test, such lesions would not be detected, so their true prognosis may be unknown. If persons

www.epidemiolog.net, © Victor J. Schoenbach 2000 4. Phenomenon of disease - 81
rev. 5/8/2001, 9/16/2001, 6/23/2002



with these apparently very early lesions are counted as having the disease, yet such lesions would
not in any event progress to clinically-significant tumors, the survival experience of cases
detected by screening will appear better. Overdiagnosis is a particular concern in evaluating the
efficacy of prostate cancer screening.

Randomized trials, in which mortality is compared between a group offered screening and a group
not offered screening (the classic study of this type is the Health Insurance Plan [HIP] trial of breast
cancer screening) provide protection against these biases. But because they must usually be very
large and of long duration, such trials are often difficult and very costly. The National Cancer
Institute is currently conducting a very large (74,000 men and 74,000 women) and lengthy
randomized trial to evaluate the effectiveness of screening for prostate, lung, colorectal, and ovarian
cancers.

Both natural history and screening considerations come into play in such questions as the
interpretation of secular changes in incidence and mortality. According to the NCI SEER
(Surveillance, Epidemiology and End Results) Program, newly diagnosed cases of breast cancer
increased between 1950 and 1979 at an annual rate of 1%, and between 1980 and 1984 at an annual
rate of 3% (Breast cancer incidence is on the rise — but why? JNCI June 20, 1990; 82(12):998-1000).
There has also been a "dramatic" upsurge in in sitn breast cancer diagnosed since 1983. Breast
cancer mortality overall was stable in the 1970s and began to fluctuate in the mid-1980s. Are the
observed changes due to increased use of mammography? In support of that interpretation is the
fact that among white women age 50 and older, localized disease has increased (i.e., a shift in the
stage distribution) during the 1980s. There has also been a rapid increase in sales and installation of
new mammography units during the 1980s, and the number of mammograms has risen dramatically.
Or, could the observed changes be due to changes in risk factors (e.g., oral contraceptives, alcohol
consumption, diet)? The observation of a striking increase in estrogen-receptor positive cancers
suggests some biological change has occurred.

Another cancer where issues of natural history and early detection are of great importance is cancer
of the prostate. The substantial (e.g., around 30% in men age 50 years and older) prevalence of
previously undetected prostate cancer found at autopsy has demonstrated that many more men die
with prostate cancer than from prostate cancer. Although "indolent" prostate cancers have the
pathological features of cancer, if their growth is so slow that they will never become clinically
manifest, should they be considered as the same disease as cancers of clinical importance? In
addition, the lengthy natural history of most prostate cancers raises the concerns of lead time bias,
length bias, and overdiagnosis for any observational approach to evaluating the efficacy of screening
for eatly prostate cancer. In addition, there are major questions about the effectiveness of both
existing modes of treatment and existing modes of early detection. Prostate cancer incidence
doubled from 90 per 100,000 in 1985 to 185 per 100,000 in 1992, undoubtedly as a result of the
dissemination of prostatic-specific antigen (PSA) screening. Meanwhile, prostate cancer mortality
has decreased, though more modestly. These trends are consistent with the claim that screening
with PSA reduces mortality, though the issue remains controversial for a number of reasons.
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5. Measuring Disease and Exposure

Descriptive statistics; measuring occurrence and extent of disease; prevalence, incidence
(as a proportion and as a rate), and survivorship; weighted averages, exponents, and
logarithms.

“I often say that when you can measure what you are speaking about, and express it
in numbers, you know something about it; but when you cannot express it in
numbers, your knowledge is of a meagre and unsatisfactory kind; it may be the
beginning of knowledge, but you have scarcely, in your thoughts, advanced to the
stage of Science, whatever the matter may be.”

Lord Kelvin (quoted in Kenneth Rothman, Modern Perspectives in Epidemiology, 1 ed.
Boston, Little Brown, 1986, pg 23)

At the beginning of this text we noted four key aspects of epidemiology: its multidisciplinary nature,
and its concern with populations, measurement, and comparison. As all empirical scientistis,
epidemiologists devote a great deal of attention to issues of measurement — the application of
numbers to phenomena. Every object of study — a disease, an exposure, an event, a condition —
must be defined and measured. Since epidemiology deals with populations, epidemiologists need
methods to describe and summarize across populations. This chapter discusses various aspects of
measurement, including the definition, computation, and interpretation of key measures of health
events and states in populations. The next chapter deals with comparisons between these measures.

Numeracy: applying numbers to phenomena

Numeracy is the concept of summarizing phenomena quantitatively. Faced with an infinitely
detailed and complex reality, the researcher attempts to identify and quantify the meaningful aspects.
Two of the innumerable examples of this process in epidemiology are:

Atherosclerosis score: David Freedman, an epidemiologist who received his doctoral degree
from UNC, conducted his dissertation research on the relationship of atherosclerosis in
patients undergoing coronary angiography to plasma levels of homocysteine. A basic
question he had to address was how to measure atherosclerosis in coronary angiograms.
Should he classify patients as having a clinically significant obstruction, count the number of
obstructions, or attempt to score the extent of atherosclerosis? An atherosclerosis score
would capture the most information and could provide a better representation of the
phenomenon as it might be affected by homocysteine levels. But should an atherosclerosis
score measure surface area of involvement or extent of narrowing? How should it treat
lesions distal to an occlusion, which have no effect on blood flow? These and other
decisions would need to depend upon his conceptual model of how homocysteine would
affect the endothelium. For example, would homocysteine be involved primarily in causing
initial damage, in which case the total surface area involved would be relevant, or would it be
involved in the progression of atherosclerosis, in which case the extent of narrowing would
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be relevant. Compromises might be forced by limitations in what measurements could be
made from the angiograms.

Measuring smoking cessation: at first glance, smoking cessation, in a study of the effects of
smoking cessation or of the effectiveness of a smoking cessation program, would seem to be
straightforward to define and measure. Even here, though, various questions arise. The
health benefits from cessation may require abstinence for an extended period (e.g., years).
However, biochemical validation techniques, considered necessary when participants would
have a reason to exaggerate their quitting success, can detect smoking during a limited period
of time (e.g., about seven days for salivary cotinine). Should cessation be defined as no
tobacco use for 7 days, to facilitate validation, or for at least a year, when the relapse rate is
much lower?

Conceptual models underlie measures

In general, how we apply numbers and what type of measures we construct depend upon:

1. the purpose of the measure
2. the nature of the data available to us.

3. our conceptualization of the phenomenon

These three factors will pervade the types of measures to be covered.

Ideally we would like to watch phenomena unfold over time. In practice we must often take a few
measurements and infer the rest of the process. Conceptual models pervade both the process of
applying numbers to phenomena and the process of statistically analyzing the resulting data in order
to identify patterns and relationships. Not being able to record all aspects of phenomena of interest,
we must identify those aspects that are biologically, psychologically, or otherwise epidemiologically
important. These aspects are embodied in operational definitions and classifications. The method
by which we apply numbers and analyze them must preserve the important features while not
overburdening us with superfluous information. This basic concept holds for data on individuals
(the usual unit of observation in epidemiology) and on populations. Although we employ
mathematical and statistical models as frameworks for organizing the resulting numbers, for
estimating key measures and parameters, and for examining relationships, conceptual models guide
all of these actions.

Levels of measurement

One area where objectives, availability of data, and conceptual models come to bear is the level of
measurement for a specific phenomenon or construct. Consider the construct of educational
attainment, a variable that is ubiquitous in epidemiologic research. We can (1) classify people as
being or not being high school graduates; (2) classify them into multiple categories (less than high
school, high school graduate, GED, trade school, technical school, college, professional degree,
graduate degree); (3) record the highest grade in school they have completed; or (4) record their
scores on standardized tests, which we may need to administer.
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The first alternative listed illustrates the most basic “measurement” we can make: a dichotomous
(two category) classification. People can be classified as “cases” or “noncases”, “exposed” or
“unexposed”, male or female, etc. Communities can be classified as having a mandatory seat-belt
law or not, as having a needle exchange program or not, etc.

Potentially more informative is a polytomous (more than two categories) classification, such as
country of origin, religious preference, ABO blood group, or tumor histology (e.g., squamous cell,
oat cell, adenocarcinoma). A polytomous classification can be nominal — naming categories but not
rank ordering them, as is the case for the four examples just given — or ordinal, where the values or
categories can be rank-ordered along some dimension. For example, we might classify patients as

“non-cases”, “possible cases” “definite cases” or injuries as minimal, moderate, severe, and fatal.

The values of the different levels of a nominal variable provide no information beyond identifying
that level, and so they can be interchanged without constraint. We can code squamous cell “1”, oat
cell “2”, and adenocarcinoma “3”; or instead, squamous cell “2” and oat cell “1” or even “5”). The
numbers simply serve as names. The values of the different levels of an ordinal variable signify the
ranking of the levels. The values can be changed, but generally not interchanged. We can use “17,
“27, “37, respectively, for non-case, possible case, and definite case, or we can use “1” “3” “8”, but
we can not use “17 “3” “27 since this coding would not preserve the ordering.

When the values themselves, or at least the size of the intervals between them, convey information,
then the phenomenon has been measured at the interval level. Temperature measured on the
Fahrenheit scale is an interval scale, since although we can say that 80°F is twice 40°F, the ratio is
not meaningful in terms of the underlying phenomenon. Psychological scales are often regarded as
being interval scales. What differentiates an interval scale from most of the measures we use in
physical sciences is the absence of a fixed zero point. Since only the intervals convey meaning, the
scale can be shifted up or down without changing its meaning. An interval scale with values “17,
“1.57, «27, %37, “4” could just as well be coded “24”, “24.57, “257, “26”, “27”.

A ratio scale, however, has a non-arbitrary zero point, so that both intervals and ratios have
meaning. Most physical measurements (height, blood pressure) are ratio scales. The values of an
ratio scale can be multiplied or divided by a constant, as in a change of units, since comparisons of
intervals and ratios are not distorted. If value B is twice value A before multiplication, it will still be
twice value A afterwards. A ratio scale with values “17, “1.57, “2”, “3”, “4” can be transformed to
€27, €37, 47 <67, “8” (with appropriate substitution of units), but not as “27, “2.57, “37, “4” “57,
since only intervals but not ratios will be preserved.

One type of ratio scale is a count, such as birth order or parity. A count is a discrete variable,
because its possible values can be enumerated. A continuous variable, as defined in mathematics,
can take on any value within the possible range, and an infinitude of values between any two values.
Measurements in epidemiology are no where nearly as precise as in the physical sciences, but many
measurements used in epidemiology have a large enough number of possible values to be treated as
if they were continuous (e.g., height, weight, or blood pressure).

Whether continuous or discrete, however, both interval and ratio scales generally imply a linear
relationship between the numerical values and the construct being measured. Thus, if we measure

www.epidemiolog.net, © Victor J. Schoenbach 5. Measuring disease and exposure - 83
rev. 10/15/2000, 1/28/2001, 8/6/2001



educational attainment by the number of years of school completed, we are implying that the
increase from 10" grade to 11" grade is the same as the increase from 11" grade to 12 grade, even
though the latter usually conveys a high school diploma. We are also implying that completing 12"
grade with three advance-placement or honors classes in a high-achievement school is the same as
completing 12" grade with remedial courses in a low-achievement school, or as completing 12"
grade but reading at only a 9" grade level, or completing 12" grade but without taking any
mathematics beyond elementary algebra, etc., not to mention ignoring the educational aspects of
travel, speaking multiple languages, or having learned a trade. Even chronological age may not be an
interval or ratio scale when certain ages have special meaning (e.g., 16 years, 18 years, 21 years, 40
years, 65 years). Many measures that appear to be interval or ratio scales may not really behave as
such, due to threshold effects (differences among low values have no real significance), saturation
effects (differences among high values have no real significance), and other nonlinearities.

Absolute and relative measures — the importance of a denominator

While the absolute values of age, educational attainment, blood pressure, and cigarettes/day are
meaningful, other measures are expressed as concentrations (e.g., 20 pg of lead per deciliter of
blood, 500 T-cells per cubic centimeter of blood, 1.3 persons per room, 392 persons/square

kilometer) or relative to some other dimension (e.g., body mass index [weight/height?], percent of
calories from fat, ratio of total cholesterol to HDL cholesterol). Most population-level measures are
not meaningful unless they are relative to the size and characteristics of a population and/or to
expected values, even if only implicitly. Other than a report of cases of small pox, since the disease
has now been eradicated world wide, how else can we assess whether a number of cases represents
an outbreak or even an epidemic? For this reason epidemiologists often refer disparagingly to
absolute numbers of cases or deaths as “numerator data”. Exceptions illustrate the general
principle. A handful of cases of angiosarcoma of the liver in one manufacturing plant led to an
investigation that uncovered this hazard from vinyl chloride. A handful of cases of adenocarcinoma
of the vagina in teenage women in one hospital led to the identification of the effect of
diethylstilbesterol (DES) on this disease. A handful of cases of acquired immunodeficiency
syndrome (AIDS) alerted public health to the start of this pandemic. Since these were very rare or
previously unobserved conditions, an expectation was already defined.

Types of ratios

As illustrated with several of the above examples, we express a quantity relative to another by
forming a ratio, which is simply the quotient of two numbers, a numerator divided by a
denominator. Ratios are ubiquitous in epidemiology, since they enable the number of cases to be
expressed relative to their source population.

Two special classes of ratios in epidemiology are proportions and rates. Proportions are ratios in
which the numerator is “contained in” or “part of” the denominator. The statement that 12% of
the population is age 65 or above expresses a proportion, since people age 65 and above are a
fractional component of the population. Because the numerator is a fractional component of the
denominator, a proportion can range only between 0 and 1, inclusive. Proportions are often
expressed as percentages, but any scaling factor can be used to yield a number that is easier to
express. For example, the proportion 0.00055 would often be expressed as 5.5 per 10,000 or 55 per
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100,000. Note that the ratio of abortions to live births, although of the same order of magnitude, is
not a proportion, since the numerator is not contained in the denominator.

Although many types of ratios (including proportions) are frequently referred to as “rates”, in its
precise usage a rate is the ratio of a change in one quantity to a change in another quantity, with the
denominator quantity often being time (Elandt-Johnson, 1975). A classic example of a rate is
velocity, which is a change in location divided by a change in time. Birth rates, death rates, and
disease rates are examples if we consider events — births, deaths, newly diagnosed cases — as
representing a “change” in a “quantity”’. Rates can be absolute or relative, according to whether the
numerator is itself a ratio that expresses the change relative to some denominator. Most rates in
epidemiology are relative rates, since as discussed above the number of cases or events must
generally be related to the size of the source population.

“Capturing the phenomenon”

All measures, of course, are summaries or indicators of a complex reality. The question always is,
“does the measure capture what is important about the phenomenon given our objectiver”.  This
principle applies at both the individual level (for example, when can a person's constantly-varying
blood pressure and heart rate be meaningfully represented by single numbers) and population level.

For example, although the proportion of a group of patients who survive for 5 years is a measure of
treatment effectiveness, if the proportion is low then when deaths occur is especially important.
The statement that the “five-year survival rate following coronary bypass surgery was 60%” does not
tell us whether the 40% who died did so during the procede, soon afterward, gradually during the
period, or not until at least three years following surgery. When the time-to-occurrence of an event
is important, then survivorship analysis is employed, such as in the following figure similar to that
reported from the Beta-blocker Heart Attack Trial (BHAT), a double-blinded, randomized trial of
propranolol to treat patients experiencing an acute myocardial infarctions.

Life table cumulative mortality in the Beta Blocker Heart Attack Trial (BHAT)
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[Source: JAMA, March 26, 1982; 247:1707]
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Distributions —the fuller picture

More generally, when the object of study involves not merely “presence” or “occurrence” but rather
a polytomous or measurement variable, we should examine the full distribution, e.g.

Serum cholesterol levels - Distribution
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Although distributions are informative, they are cumbersome to work with and to present.
Therefore we try to “capture” the essential information about the distribution by using summary
statistics, such as the mean, median, or quartiles, and the standard deviation or interquartile range
(see below). While it is often essential to compress a distribution, curve, or more complex picture
into a number or two, care must be taken that the necessary simplification does not distort the
resulting computation, presentation, and interpretation. Indeed, it may be the persons at one end of
the distribution who are most important or informative in respect to health consequences.

If the data are distributed in a familiar fashion, we can adequately characterize the entire distribution
by its parameters (e.g., the mean and standard deviation for a “normal” [Gaussian] distribution). But
it can be hazardous to assume that the data conform to any particular distribution without verifying
that assumption by examining a histogram (e.g., see Statistics for Clinicians, Figure 7-7, for several
distributions with identical mean and standard deviation but dramatically different appearance).

Common summary statistics for description and comparison
Mean — The “average” value of the variable

Median — The middle of the distribution of the variable — half of the values lie
below and half lie above

Quartiles — The values that demarcate the 1st, 2nd, and 3rd quarter of the
distribution of the variable [the median is the 2nd quartile]
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Percentiles — The values that demarcate a percentage of the distribution, e.g., the
20th percentile (also called the second decile) is the value below which the lowest
20% of the observations fall.

Standard deviation — Roughly speaking, the distance of a typical observation
from the mean of the distribution (more precisely, the square root of the average
of the squared distances of observations from the mean) [Not to be confused
with the standard error, which is a measure of the imprecision of an estimate.]

Interquartile range — The distance between the 1st and 3rd quartiles.

Skewedness — The degree of asymmetry about the mean value of a distribution.
Positively skewed or right-skewed means that the distribution extends to the right;
in a positively-skewed distribution, the mean (overall average) lies to the right of
the median, due to the influence of the outlying values.

Kurtosis — The degree of peakedness of the distribution relative to the length
and size of its tails. A highly peaked distribution is “leptokurtic”; a flat one is
“platykurtic”.

When interpreting summary statistics, it is important to consider whether the summary statistics
represent the most relevant features of the distributions that underlie them. Several examples:

Community health promotion:

Suppose that surveys before and after a community alcohol control program find a reduction
in mean alcohol consumption of 1 drink/day in the target population. That reduction could
reflect either:

* a5 drink/day reduction for each person in the highest consumption 20 percent of
the population

or

* a1.25 drink/day reduction for all people but those in the highest consumption 20%,

with very different implications for health.
Black-white differences in birth weight:

The distribution of birth weight has an approximate Gaussian (“normal”) shape, with a
range from about 500 grams (the lower limit of viability) to about 5,000 grams and a mean of
about 3,000 grams. Statistically the distribution is smooth and reasonably symmetrical.
However, the biological implications vary greatly across the distribution, since the majority
of infant deaths occur for babies weighing less than 2,500 grams. For babies weighing
1,000-2,000 grams, the mortality rate is 33%; for babies weighing less than 1,000 grams, the
mortality rate is 75%.

The birth weight distributions for Black and White Americans are generally similar, with that
for Blacks shifted slightly to the left. But that slight shift to the left translates into a
substantially greater proportion below 2,500g, where mortality rates are much higher.
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Per capita income:

Should health care resources for poor people be allocated on the basis of per capita income
of counties? At least one study has found that the barriers to health care experienced by the
poor in the U.S. appear to be similar in wealthy counties and in other counties, so that per
capita income (i.e., mean income per person) is not as good a criterion for determining the
need for public health care programs as is the number of poor persons in the area (Berk M,

Cunningham P, Beauregard K. The health care of poor persons living in wealthy areas.
Social Science in Medicine 1991;32(10):1097-1103).

The moral: in order to interpret a change or difference in a summary measure it is necessary to
know something about the shape of the distribution and the relationship between the variable and
the relevant health outcome.

Heterogeneity and distributions of unknown factors —any summary is a
weighted average

Since populations differ in characteristics which affect health, an overall number, such as a
proportion or mean, often conceals subgroups that differ meaningfully from the overall picture.
Even when we cannot identify these subgroups, we should be mindful of their likely existence.
Because most diseases vary across subgroups, epidemiologic measures are more interpretable with
knowledge of the composition of the group they refer to, at least in terms of basic demographic
characteristics (notably age, sex, geographical area, socioeconomic status, employment status, marital
status, ethnicity) and important exposures (e.g., smoking).

E.g., a workforce experiences 90 lung cancer deaths per 100,000 per year: To know what to
make of this it is essential to know the age distribution of the workforce and if possible the
distribution of smoking rates.

Virtually any measure in epidemiology can be thought of as a weighted average of the measures for
component subgroups. We can use “specific” measures (e.g., “age-specific rates,” “age-sex-specific
rates”) where the overall (“crude”) measure is not sufficiently informative. Also, we can produce
“adjusted” or “standardized” measures in which some standard weighting is used to facilitate
comparisons across groups. Adjusted measures are typically weighted averages — the weights are
key. The concept of weighted averages is fundamental and will resurface for various topics in
epidemiology. (Rusty on weighted averages? See the Appendix on weighted averages.)

Types of epidemiologic measures

Purpose of the measure:

There are three major classes of epidemiologic measures according to the question or purpose. We
use measures of frequency or extent to address questions such as “How much?”, “How many?”,
“How often?”, “How likely?”, or “How risky?”. We use measures of association to address
questions about the strength of the relationship among different factors. We use measures of
impact to address questions of “How important?”.
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Availability of data:

We can also categorize epidemiologic measures according to the type of data necessary to obtain
them:

1. Measures derived from routine data collection systems, e.g., vital events registration, cancer
registries, reporting of communicable diseases.

2. Measures derived from data collected in epidemiologic studies or for related purposes (e.g.,
clinical studies, health insurance records).

3. Measures derived from theoretical work in biometry - no data necessary! e.g., Risk of
disease in exposed = Pr[D | E]

d(Ny

Incidence density = -

Nt dt

The usefulness of the third class of measures is in refining measurement concepts and in advancing
understanding. Measures in the first two classes generally involve compromises between the
theoretical ideal and practical reality. Epidemiology is fundamentally a practical field. In the rest of
the chapter we will touch on the first class and then dwell on the second.

Measures derived from routinely collected data

In this area come the vital statistics data compiled by health authorities and statistical agencies, such
as the World Health Organization, the U.S. National Center for Health Statistics, state health
departments, and their counterparts in other countries. Examples of measures published from such
data are:

*  total death rates

*  cause-specific death rates

*  birth rates (births per 1,000 population)

* infant mortality rates

e abortion/live birth ratio

*  maternal mortality rate

[See Mausner and Kramer, ch 5; Remington and Schork, ch 13/]

The denominator for vital statistics and other population-based rates (e.g., death rates, birth rates,

marriage rates) is generally taken from population estimates from the national census or from other
vital events data, as in the case of the infant mortality rate:
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Deaths of children < 1 year of age in one year
Infant mortality rate =

Total live births in one year

Results are usually scaled so that they can be expressed without decimals (e.g., 40 deaths per 1,000 or
4,000 deaths per 100,000).

Optional aside — Assessing precision of an estimated rate, difference in rates, or ratio of
vital statistics rates

If r is a rate (e.g., an infant mortality rate) and n is the denominator for that rate (e.g.,
number of live births), then a 95% confidence interval for r can be constructed using the
formula:

r +1.96 x \(r/n)

E.g., in an area with 30 infant deaths and 1,000 live births, r = 30/1,000 = 30 per 1,000 or
0.03. The 95% confidence interval for r is:

0.03 £ 1.96 x \/(0.03/1,000) = 0.03 £ 0.0107 = (0.0193,0.0407),
ot between 19.3 and 40.7 per thousand

The 95% confidence interval for the difference, D, between two rates, r1 and rp, based,

respectively, on number of deaths dj and dp, and denominators n1 and np, is:
(r1_12) £ 1.96 X \(r1/n1 + r2/n)

The 95% confidence interval for the ratio, R, of r1 and 7 is:
R+ R X 1.96 x V(1/d; + 1/dy)

where dz (the number of deaths for the denominator rate) is at least 100.

Source: Joel C. Kleinman. Infant mortality. Centers for Disease Control. National Center
for Health Statistics Statistical Notes, Winter 1991;1(2):1-11.

The basis for the above can be stated as follows. The number of rare events in a large
population can often be described by the Poisson distribution, which has the notable feature
that its mean is the same as its variance. For a Poisson distribution with mean d (and
variance d), if the number of events is sufficiently large (e.g., 30), then 95% of the
distribution will lie within the interval d + 1.96\d. If we divide this expression by the
population size (n), we obtain the 95% confidence interval for the rate as:

d/n+ (d)/n = r+(t/n)

Reporting systems and registries for specific diseases, hospital admissions, and ambulatory care visits
provide data on incidence or health care utilization for some conditions. Communicable diseases
have long been reportable, though the completeness of reporting is quite variable. Major
investments in state cancer registries are creating the basis for a national cancer registry system in the
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U.S. Several states have reporting systems for automobile collisions. For the most part, however,
data on non-fatal disease events are less available and complete than mortality data.

Remember: All rates, ratios, and other measures can be:

Specific to a group defined by age, sex, and/or other factors.
Adjusted for age, sex, or other relevant variable(s);

Crude (i.e., neither specific nor adjusted).

These terms apply with respect to particular variable(s) and are therefore not mutually exclusive.
For example, a rate can be adjusted with respect to age, specific with respect to gender, and crude
with respect to ethnicity, geographical region, etc. (e.g., an age-adjusted rate for women of all
ethnicities and all geographical regions).

The basic concept underlying adjustment procedures is that of the weighted average. The
limitations of adjusted measures derive from this aspect — validity of comparison depends upon the
similarity of the component weights; validity of interpretation depends upon the numerical and
conceptual homogeneity of the component specific measures.

Measures derived from data collected in epidemiologic studies

For most epidemiologic studies, routinely collected data are not adequate, so data must be collected
specifically for the study purposes. The reward for the time, effort, and expense is a greater
opportunity to estimate measures that are more suited for etiologic and other inferences. Three
principal such measures are prevalence, incidence, and case fatality.

Prevalence — the proportion of cases within a population

Cases

Prevalence =

Population-at-risk

Prevalence — a kind of “still life” picture — is the most basic of epidemiologic measures. It is
defined as the number of cases divided by the population-at-risk. Note that:

*  Prevalence is a proportion, so must lie between 0 and 1, inclusive.
*  Population at risk (PAR) means “eligible to have the condition”.

*  Prevalence can be used to estimate the probability that a person selected at random from
the PAR has the disease [Pr(D)]

Example:
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No. of persons with senile dementia at a given time

Prevalence =
No. in study population at risk for senile dementia

175
= —— = 010 = 10%

Optional aside — Assessing precision of an estimated prevalence.

Since prevalence is a proportion, a confidence interval can be obtained using the binomial
distribution or, where there are at least 5 cases, the normal approximation to the binomial
distribution. The variance of a point binomial random variable is pq (where p is the
probability of a “success” and q=1—p), so the standard error for the estimated probability is
\/(pq/ n). Thus, the 95% confidence interval for a prevalence estimate p is: p £ 1.96
v [p(1—p)/n].  For the preceding example, the 95% confidence limits are 0.10 =+
1.96\/[(0.10)(0.90)/1750] = (0.086, 0.114). When there are fewer than 5 cases, an exact
procedure is required.

Prevalence has three components:

1. Existing cases
2. Population “at risk” to have the condition

3. Point (or sometimes a period) in time to which the prevalence applies

Incidence — the occurrence of new cases

New cases

Incidence =

Population-at-risk Over time

Incidence — a “motion picture” — describes what is happening in a population. Incidence is defined
as the number of new cases divided by the population at risk over time. Incidence therefore
includes three components:

1. New cases
2. Population at risk.

3. Interval of time.
Note that:

* Incidence involves the passage of time.
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* Incidence may be expressed as a proportion or as a rate.

* Incidence can be used to estimate the risk of an event during a stated period of time.

Example:

New cases of senile dementia in 5 years
e.g., Cumulative incidence =

No. of persons at risk

In infectious disease epidemiology, this measure is often termed the attack rate or secondary
attack rate, especially when referring to the proportion of new cases among contacts of a primary
case.

Case fatality is a measure of the severity of a disease. Though often called the case fatality “rate”,
the measure is generally computed as a proportion:

Case fatality — proportion of cases who die

Deaths from a condition

5-year case fatality =

Number of persons with the condition

If the time period under discussion does not encompass the entire period of risk of death from the
condition, then the time period must be stated explicitly or the statistic is uninterpretable. The case
fatality rate for AIDS increases with every year following diagnosis, but that for an episode of
influenza or for a surgical procedure does not change after a month or so.

Example:

Deaths from senile dementia in 5 years

Case fatality rate =
Number of persons diagnosed with senile dementia

Relationship of incidence and prevalence

Incidence, mortality, and prevalence are intimately related, of course, just as are births, deaths and
population size. Demographers study the latter phenomena, and their techniques are used in
epidemiology (under other names, naturally, to “protect the innocent).
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Relationship of Incidence and Prevalence

Incidence

Immigration

Prevalence

% Cure

Fatality

Emigration

In a stationary population, in which there is no migration of cases or noncases, if the incidence,
prevalence, and duration of a condition remain constant then the number of new cases that occur
must be balanced by the number of existing cases that leave the population through death or cure.
In such a situation, the prevalence is a function of incidence and the average duration of being a

~

case. For a rare disease, prevalence = incidence X duration (see “Incidence and prevalence in a
population”, below).

Influences on the relation of incidence and prevalence

The relationships among incidence, mortality, and prevalence are affected by such factors as:

Virulence of the disease - Is it rapidly fatal?
Health care - When do cases come to medical attention?
Can cases be cured?
Does earlier detection alter prognosis?
Behavior - Do people recognize and act promptly on symptoms?
Do patients comply with treatment?
Competing causes of death - Are people with the disease likely to die of other causes?
Migration - Are people with the disease likely to leave the area?
Are people with the disease like to migrate to the area?
Because prevalence is affected by factors (e.g., duration and migration) that do not affect the
development or detection of a disease or condition, measures of incidence are generally preferred

over measutes of prevalence for studying etiology and/or prevention. Both incidence and
prevalence are useful for various other purposes (surveillance and disease control, health care
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planning). Also, prevalence may be more readily estimated than incidence and may be looked to for
etiologic inferences despite its limitations.

It is important to note, however, that although incidence itself is not affected by factors unrelated to
etiology, observed incidence reflects the influence of a variety of nonetiologic factors (how quickly
the disease produces symptoms that prompt a health care visit, access to health care, whether the
health care provider selects the correct diagnostic maneuver, accuracy of the exam result and its
interpretation, and accuracy and promptness of reporting). There are, accordingly, great difficulties
in interpreting reported incidence of many diseases and conditions (e.g., Alzheimer's disease, AIDS,
HIV, other sexually transmitted infections, Lyme disease, and prostate cancer, to name but a few).

An example of how disease natural history distorted trends in observed incidence comes from the
early years of the AIDS epidemic, when AIDS case reporting was the primary means of tracking the
HIV epidemic. Due to the considerable variability in the time between HIV infection and
development of opportunistic infections signaling the onset of AIDS, the upward trend in AIDS
cases exaggerated the upward trend in HIV infections. The mechanism for this effect can be
illustrated as follows. Suppose that the numbers of new HIV infections during the first four years of
the epidemic were 500, 1,000, 1,500, 2000, respectively, indicating a linear increase of 500/yeat.
Suppose that 5% of HIV infections progress to AIDS during each year following infection, for a
median time-to-AIDS of 10 years. During the first year 25 cases of AIDS will occur (5% of 500
infections). During the second year 75 cases of AIDS will occur (5% of 500 plus 5% of 1,000).
During the third year 150 cases of AIDS will occur (5% of 500 plus 5% of 1,000 plus 5% of 1,500).
During the fourth year 250 cases of AIDS will occur, so the trend in AIDS (25, 75, 150, 250) will
initially appear to increase more steeply than the trend in HIV (HIV infections double in year 2, but
AIDS cases triple) and then will appear to level off despite no change in the HIV incidence trend.
There will also be a change in the ratio of AIDS to HIV, as also occurred during the early years of
the epidemic. (The phenomenon was described in an article in the American Journal of Epidemiology in
about 1987; I am looking for the citation.)

Prevalence versus incidence
Prevalence Incidence
Cases Entities Events
Source population (PAR) At risk to be a case At risk to become a case
Time Static (point) Dynamic (interval)
Uses Planning Etiologic research

Considerations relevant for both prevalence and incidence

Cases

1. Case definition — What is a case?
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Examples: arthritis, cholelithiasis, cardiovascular disease, diabetes, psychiatric disorder,
epidemiologic treatment of syphilis or gonorrhea, prostate cancer

2. Case development — When is a case?

Issues: induction, latency, progression, reversibility

Examples: atherosclerosis, cancer, cholelithiasis, diabetes, hypertension, AIDS
3. Case detection — When is a case a “case”?

Issues: Detectability is a function of technology and feasibility. What can be detected is not
the same as what is detected.

Examples: Atherosclerosis, breast cancer, cholelithiasis, osteoporosis, asymptomatic
infections, prostate cancer

Source population [Population at risk (PAR)]

1. What is the relevant population — who is really “at risk”?
E.g., age (most diseases), sex (breast cancer), STD's and sexual activity, uterine cancer and
hysterectomy, gallbladder cancer and cholecystectomy, genotypes?

2. What about previous manifestations?
Of the same diseaser (influenza, tumors, injuries)
Of a related disease (stroke after CHD, cancer at a different site)

3. What about death from other causes? (competing risks)
E.g., deaths for diabetes reduce the rate of death from coronary artery disease, heart disease

deaths reduce the rate of death from lung cancer to the extent that smokers are at excess risk
for both

Choosing the right denominator

The choice of the most appropriate denominator can be complex. For example, what is the most
appropriate denominator for motor vehicular injuries or deaths?

Total population?

Population age 16 years and above?

Licensed drivers?

Registered vehicles?

Vehicle miles?

Passenger miles?
Which one to choose depends upon whether the question of interest concerns:

Injury risk by age and/or sex (population denominator?)

Effect on risk of seat-belt use (passenger-miles?)

www.epidemiolog.net, © Victor J. Schoenbach 5. Measuring disease and exposure - 96
rev. 10/15/2000, 1/28/2001, 8/6/2001



Effect on deaths of 55 mph limit (passenger-miles?)
Role of alcohol in motor vehicular fatalities
Evaluation of alternate transportation policies
For example, older drivers have a higher crash rate per 100 million vehicle miles traveled than teen

drivers do. But the rate of crashes per licensed driver is no higher for older drivers, because older
drivers limit their driving.

Passage of time [incidence only] — what period of observation?

1. Natural history of the disease - period of risk versus period of observation
E.g., atom bomb survivors and solid tumors, motor vehicle injury, congenital malformations

2. Different periods of observation for different subjects (does 1 person observed for 2 years =
2 people observed 1 year?)

3. Changes in incidence during the period (e.g., seasonal variation, secular change)

40 years 3 years

Cancer in atomic bomb survivors Congenital malformations

Types of source populations for incidence

Source populations can be defined in various ways, including residence in a geographical area,
employment in a company or industry, attendance in a school or university, membership in an
organization, seeking health care from a given set of providers, or explicit recruitment into a study.
Incidence involves the passage of time and therefore implies some type of follow-up of population.
A key characteristics of a source population is in what ways its membership can change over time.
Rothman and Greenland (1998) present a detailed discussion of types of populations and
terminology that has been used to describe these. The primary distinction we will make here is that
between a fixed cohort, whose membership changes only through attrition, and a dynamic
population (Rothman and Greenland call this an open cohort), whose membership can change in
various ways. (The fixed cohort versus dynamic population terminology come from Ollie Miettinen
by way of Kleinbaum, Kupper, and Morgenstern.)
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Cohort — entrance into the population is defined on the basis of some aspect or event in the lives of
members of the study population (e.g., living in a geographical area when a major environmental
event occurred, start of employment in a worksite or industry, receipt of a medical or surgical
treatment, onset of a condition, start of an exposure, or simply enrollment into a study). Exits from
the cohort (from death, out-migration, dropout) are problematic; entrances into the cohort are
permitted only in relation to the qualifying event that defines the start of follow-up for that person.
Note that once recruitment has been completed a cohort will become smaller over time due to
attrition, and the entire age distribution will become older.

Variants:

Retrospective or historical cohort - the population is defined at some time in the past
(e.g., based on employment records) and then followed forward in time towards the present by the
use of available records.

“Dynamic cohort” — follow-up time is counted from the time of entrance into the study or
in relation to some event that occurs at different times for different people (e.g., a medical
procedure), so that accrual to the cohort continues over a period of time. In a classic cohort study,
follow-up time for each subject and calendar time are identical; in a dynamic cohort, each
participant's follow-up time may take place over a different interval of calendar time (this does not
appear to be a widely-used term).

Dynamic population — a population is defined over a period of time and their experience is
monitored during that period. The study population may be defined in the same way (e.g.,
geographical residence, employment, membership, etc.). In a dynamic population, however, both
entrances and exits are expected and accommodated. For example, the population of a geographical
area will experience births, deaths, and possibly substantial migration. Over time, a dynamic
population can increase or decrease in size, and its age distribution can change or remain the same.

Special case:

A dynamic population is said to be stable or stationary when its size and age distribution
do not change over time. The assumption of stationarity is often made, since it greatly
simplifies analysis. (See Rothman and Greenland, 1998 for more on this.)

Types of incidence measures: cumulative incidence (incidence proportion)
and incidence density (incidence rate)

There are two major types of incidence measures, differing primarily in the way in which they
construct the denominator: cumulative incidence and incidence density (again, this is Olli
Miettinen's terminology, adopted by Kleinbaum, Kupper, and Morgenstern; Rothman and
Greenland use incidence proportion and incidence rate, respectively). Cumulative incidence (CI)
is simply the proportion of a population that experience an event or develop a condition during a
stated period of time. Incidence density (ID) is the rate at which new cases develop in a population,
relative to the size of that population.
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Cumulative incidence (incidence proportion)

New cases during stated period

ClI =
Number of persons at risk
Incidence density (Incidence rate)
New cases during stated period
ID =

Population-time

Cumulative incidence (CI), a.k.a. Incidence proportion (IP)

The definition of CI is based on the following “ideal” scenario:

1.
2.

3.

For example, consider a study of the risk that a rookie police officer will suffer a handgun injury
during his first six months on patrol duties. Data are collected for a cohort of 1,000 newly-trained
police officers entering patrol duties with the San Francisco Police Department (SFPD). During
their first six months with the SFPD, 33 of the officers suffer a handgun injury. The other 967
officers have carried out patrol duties during the six-month period with no handgun injuries. The 6-
months CI of handgun injury is 33/1,000 = 0.033. We use this observed CI to estimate the six-

A population known to be free of the outcome is identified at a point in time (a cohort);

All members of the cohort are at risk of experiencing the event or outcome (at least once)
for the entire period of time;

All first events or outcomes for each person are detected.

month risk of handgun injury to new patrol officers in San Francisco.

This example conforms to the ideal scenario for CI: there is a population “at risk” and “in view” for
the entire period, and all first events were known. For the moment we assume away all of the
reasons that might result in a member of the cohort not remaining “at risk” (e.g., transfer to a desk
job, extended sick leave, quitting the force) and “in view” (e.g., hired by another police department).

Some things to note about CI:

1.

The period of time must be stated (e.g., “5-year CI”) or be clear from the context (e.g., acute
illness following exposure to contaminated food source);

Since Cl is a proportion, logically each person can be counted as a case only once, even if
she or he experiences more than one event;

As a proportion, CI can range only between 0 and 1 (inclusive), which is one reason it can be
used to directly estimate risk (the probability of an event).
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Sample calculation:

200 people free of chronic disease X observed over 3 years
10 cases of X develop
3-year CI = 10 cases / 200 people = 10/200 = .05

Thus, the 3-year risk for one of the 200 people to develop disease X, conditional on not dying
from another cause, is estimated as 0.05 or 5%.

Optional aside — Assessing precision of an estimated cumulative incidence

Since cumulative incidence is a proportion, a confidence interval can be obtained in the same
manner as for prevalence (see above).

Risk and odds

In epidemiology, the term “risk” is generally taken to mean the probability that an event will occur
in a given stated or implicit time interval (be alert for other uses, though). In its epidemiologic
usage, risk is a conditional probability, because it is the probability of experiencing an event or
becoming a case conditional on remaining “at risk” (eligible to become a case) and “in view”
(available for the event to be detected).

Any probability can be transformed into a related measure, the “odds”. Odds are defined as the
ratio of the probability of an outcome to the probability of another outcome. When the only
outcomes are (case, non-case), then the odds are the ratio of the probability of becoming a case to
the probability of not becoming a case. If the risk or probability of becoming a case [Pr(D)] is p,
then the odds of becoming a case are p/(1-p). If the risk, or probability, of developing disease X is
0.05 (5%), then the odds of developing disease X are .05/.95 = 0.0526 (the odds always exceed the
risk, especially for large risks).

The mathematical properties of odds make them advantageous for various uses. Whereas
probabilities are restricted to the 0 — 1 interval, odds can be any nonnegative number. Odds = 1.0
(“fifty-fifty”’) corresponds to probability = 0.5, the middle of the set of possible values. The
logarithm of the odds can therefore be any real number, with log(odds) = 0 corresponding to the
middle of the set of possible values. The natural (Naperian) logarithm of the odds (called the
“logit”, for “logarithmic transformation”) is widely used in biostatistics and epidemiology. For the
above example, with risk = 5%, odds = 0.0520, the In(odds), or logit = -2.944; since the In(odds) is
zero when the risk is .5, a risk smaller than 0.5 yields a negative logit. [Rusty on logarithms? See the
Appendix on logarithms and exponents.|
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Cumulative incidence when there is loss to follow-up

In the example above, all 200 people who were originally free of disease X were observed over all 3
years. What if instead 20 of the people had died of other causes before developing X? Then not all
200 would have been “at risk” for the entire 3 years.

There are four principal alternatives to estimating the 3-year CI:

1. Ignore the deaths:
3-year CI = 10/200 = .05

2. Ignore the people who died (analyze only the people followed for all 3 years):
3-year CI = 10/(200-20) = .056

3. Compromise by counting the 20 people who died as if they were 10 people who were at risk
for the full 3 years:

3-year CI = 10/(200-20/2) = .053

4. Use a lifetable, in which (a) CI is computed for each segment of the period (e.g., annually) to
estimate the risk during that segment; (b) risks are converted to survival probabilities (1-risk);
and (c) risks are multiplied to obtain the 3-year survival probability and therefore the 3-year
risk (1 - survival probability).

5. Take the inverse of the Kaplan-Meier estimated survival proportion. This method is the
same as the previous one except that the segments are made so short that only a single case
occurs in any one segment. Segments with no cases have 100% survival, so the K-M
survival estimate is the product of the proportion surviving during each interval when a case
occurs.

Each of these methods makes certain assumptions about when the disease occurs during the three-
year period, whether it will be detected when it occurs, and whether the people who die of other
causes were more or less likely to develop X had they lived.

Incidence density (ID)
New cases during stated period
ID =
Number of person-years of (person months, etc.)
observation
Note that:

* ID is a relative rate, not a proportion.
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* The units of time must be stated, since otherwise the numeric Valuti:lis ambiguous (e.g., 15
cases/ 100,000 person-years = 15 cases/ 1,200,000 person-months).

* Ideally, incidence density is the instantaneous rate of disease occurrence at each moment in
time. In practice, epidemiologists generally compute average ID during one or more
periods.

Interpretation:

ID addresses the question “How rapidly is the disease occurring in the population, relative to its
sizer”, or “What is the intensity with which the disease is occurring?”. It has been argued that ID
has no interpretation at the individual level (see Morgenstern H, Kleinbaum, DG, Kupper LL,
1980). However, it is possible that ID can be thought of as at least indirectly addressing the
question, “How soon might this happen to me?”).

Sample calculation:

In our original example for CI, we had 10 cases of chronic disease X develop in 200 people initially
free of X and observed over 3 years with no loss to follow-up. Here are the values of CI and ID for
this example:

3-year CI = 10 cases / 200 people = 10/200 = .05

1D

u

10 cases / (200 people X 3 years) = 10 / 600 person-years

u

0.167 cases per petson-year (py) = 0.167 / py = 167 / 1000py

The reason for the approximation is that, as we shall see, people stop contributing person-time
when they develop the disease so the denominator must be reduced accordingly. The more neatly
correct calculation is 10 / (200 X 3 years — 10 X 1.5 years) = 10/585 = 0.17/py, assuming that cases
occurred uniformly during the 3 years.

Calculating ID

In calculating ID, we use the same cases as for CI except that we may want to allow multiple events
per person. If we regard the recurrences as independent of one another, then we can simply count

The importance  of  stating units can  perhaps be  appreciated from  the  following:
“On Sept. 23, 1999, NASA fired rockets intended to nudge its Mars Climate Orbiter into a stable low-altitude orbit.
But after the rockets fired, NASA never heard from its expensive spacecraft again, and scientists later concluded that it
had either crashed on the Martian surface or had bounded away, escaping the planet completely.
“The reason for the debacle, scientists concluded months later, was that the manufacturer, the Lockheed Martin
Corporation, had specified the rocket thrust in pounds, while NASA assumed that the thrust had been specified in
metric-system newtons." Browne, Malcom W. Refining the art of measurement. Science Times, New York Times,
3/20/2001, page DOY.
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them as new cases. If not, we can define the disease as the first occurrence. Other considerations
can also affect the choice.

There are several methods used to compute population-time.

1)

2)

3)

If individuals are being followed over time, so that the period of disease-free observation is
known for each person, we simply add up the disease-free time for all persons:

population-time = X (disease-free time for each person)

If a fixed cohort is being followed, but not in sufficient detail to know the period of disease-
free time for each individual, we can estimate population time as follows:
population-time = average population size during the period

X length of the period of observation

If there are N disease-free people at the beginning of the period, and during the period
there are “C” cases, “D” deaths from causes other than the disease of interest, and “W”
persons whose disease status is unknown (“withdrawals”), then the number of disease-free
persons at the end of the period is Ng — C — D — W). The average number of disease-free
people, assuming that cases, deaths, and withdrawals occur uniformly during the period, is:

No+ Nop—-C-D -W)

= (No-C/2-D/2-W/2)
2

and the population-time at risk can be estimated as:

No-C/2-D/2-W/2) X (time interval)

If we are following a dynamic population (a.k.a. “open cohort”) instead of a fixed cohort, we
can use the same strategy of multiplying the average size of the disease-free population by
the time period. It may be possible to estimate the average number of disease-free people by
taking the average of the number of disease-free people at the beginning and end of the
period. If we can assume that the population is “stable” (the number of disease-free people
who are lost to the population through out-migration, death, and developing the disease of
interest is balanced by in-migration), then the number of disease-free people is
approximately constant. If we have any usable estimate of the average number of disease-

free persons (Np), then we estimate population time as N X (time interval)

If the disease is rare, then the number of disease-free persons (Np) will be approximately
equal to the total number of persons (N), which is more likely to be known. In that case, we
can estimate population time as N X (time interval), where N is the average population size
without regard to disease status. Annual death rates and other annual vital statistics rates are
typically computed using the estimated mid-year (July 1) population as the denominator,
which is approximately the average size of the population on any day in the year if the
population is approximately constant or changing in a monotonic fashion.
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Calculation of person-time in a cohort
when individual follow-up times are known

Graph of hypothetical follow-up experience for 13 advanced Alzheimet's patients
being cared for at home during January 1990 - December 1993 and followed until
December 31, 1994 for admittance to a nursing home, in order by study entrance
date (after Kleinbaum, Kupper, and Morgenstern, 1982).

1990 1991 1992 1993 1994
2E5 §ZE5 8285 3488 §2E35 8
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1990 1991 1992 1993 1994

Key:

A = admitted to nursing home care
L = lost to follow-up
W = withdrew

o = died
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Cases

ID =
Sum of disease-free follow-up over all individuals
Subject Cases Follow-up

1 5.0
2 1 4.0
3 4.5
4 2.0
5 1 3.5
6 1 1.0
7 0.5
8 1 2.0
9 1 1.5
10 1.5
11 1 1.5
12 1.0
13 2.0

Total 6 30.0

6
ID = = 0.20 patients admitted per year
30 person-years
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Calculation of person-time in a cohort
when individual follow-up times are not known

No

Lost to follow-up W
D
Original C
cohort Remained “at risk™
and “in view”
t (time)

C

(No-W/2-D/2-C/2) t

(t = time interval)

(Since the area of a triangle = base X height/2, the person-time lost to follow-up can
be estimated by one half times the number of withdrawals [the base of the triangle]
times the length of the time interval [the height]. The procedure is the same for
follow-up time lost due to deaths and to incident cases. These estimates assume that
cases are detected as they occur and that only the first case per subject is counted.)

www.epidemiolog.net, © Victor J. Schoenbach 5. Measuring disease and exposure - 106
rev. 10/15/2000, 1/28/2001, 8/6/2001



Calculation of person-time in a stable, dynamic population

A A c
m C = new cases
c
C d = deaths
c
c d c m = migrants
c
N p S USCEPTI BLES
c m d
c
d c
c
d d p = prevalent cases
v c
v p p P P P PP P PpPP
Processes at work: Immigration of cases, noncases

Out-migration of cases, noncases
Death of cases, noncases

Development of new cases

casces cascs

(t = time interval)

Relationship of Cl and ID

Both ID and CI are actually old acquaintances who have changed their outfits. When we calculated
life expectancy in the first topic, we used the terms death rate, hazard, cumulative mortality,
cumulative survival. ID is essentially the hazard, now applied to events other than death. CI is
essentially the cumulative mortality proportion, now applied to events of any variety. Both represent
different summary statistics from survivorship analysis (known in engineering as failure-time
analysis).

ID is the rate at which the size of the unaffected population is changing, relative to the size of the
unaffected population; CI is the proportion of the original population that has been affected by time
t. Cl is a cumulative measure from a baseline time to a specific later point in time. CI estimates the
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average risk for a member of the cohort. In principle, ID can apply to an instant in time, though it
can be computed only as an average over some interval. ID is sometimes referred to as the “force
of morbidity”, in analogy to the hazard function (the “force of mortality”).

The following figure shows the relationship between CI and its inverse, the proportion unaffected
(survivorship). ID is the relative rate of decline in the survivorship curve.

Cumulative incidence vs. survivorship

% of population

Years

0 1 2 3 4 5 6 7 8

Year s

The incidence of AIDS in gay men in San Francisco from 1984 might look something like the left
half of this graph.

The mathematical relationship between CI and ID over time can be seen by considering an incurable
disease in a hypothetical fixed cohort defined at a point in time and with no entrances or exits other
than from the disease in question. Assuming that ID; (the force of morbidity) is constant over time,
cases will develop throughout the follow-up period. However, since the number of unaffected (at
risk) cohort members is diminishing, the number of new cases will be smaller in each successive
time interval. Because the number of cases is smaller in each interval, the slope of the curve for CI
will tend to flatten out as it approaches 1.0 (its maximum value), at which time the entire cohort has
developed the disease. The proportion unaffected (the inverse of CI: 1-CI) also becomes less steep.
IDys, of course, we have assumed to be constant. In this situation, the mathematical relationship

between CI and ID is:

CI=1-exp[-|IDdt)] = 1 —exp(-ID A

For a rare disease with a constant ID (or during a sufficiently short time interval): CI = IDXAt
(where At is the time interval), because since the cohort does not become depleted, the number of
new cases in each time interval remains about the same.
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Clfor constant ID=0.01 and 0.08/year

% of population

—

Year

Example:

ID = 0.01/year (1 case per 100 person-years)

In 5 years, CI will be 0.049, or about the same as IDX5 (=0.05); 95% of the cohort
remains disease free and therefore exposed to the 0.01/year ID.

In 10 years, CI will be .096, only slightly below ID Xt (=0.10); 90% of the cohort remains
disease free.

ID = 0.05/year (5 cases per 100 person-years)

In 5 years, CI will be 0.220, slightly smaller than IDX5 (=0.25); 77% of the cohort remains
disease free.

In 10 years, CI will be 0.40, while IDXt (=0.50); only 60% of the cohort remains disease
free.

CI vs. ID - a real-life example

(courtesy of Savitz DA, Greenland S, Stolley PD, Kelsey JL. Scientific standards of criticism: a
reaction to “Scientific standards in epidemiologic studies of the menace of daily life”, by A.R.
Feinstein. Epidemiology 1990;1:78-83; it was actually Charles Poole who spotted this faux pas
[Poole C, Lanes SF, Davis F, ¢t al. “Occurrence rates” for disease (letter). Am J Public Health 1990;
80:662]; the specific issue being discussed is the effect of alcohol on breast cancer risk)

“. . . substantially different occurrence rates of breast cancer: about 6.7 per
thousand (601/89,538) in the nurses cohort and about 18.2 per thousand
(131/7,188) in the NHANES cohort.” (Feinstein AR. Scientific standards in
epidemiologic studies of the menace of daily life. Science 1988;242:1259 quoted in
Savitz DA et al., p.79, emphasis added)

Implication:
(1) Different rates suggest errors in ascertainment of breast cancer

(2) With under/overascertainment, there may be biased ascertainment

(3) The bias may produce more complete or overdiagnosis among drinkers
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However:
Nurses: 601 cases/89,538 women over 4 years
CI = 6.7 per thousand (4 years)
ID = 1.68 per 1,000 women-years

NHANES: 121 cases/7,188 women over 10 years (10 cases should have been excluded by
Feinstein)

CI = 16.8 per thousand (10 years)
ID = 1.68 per 1,000 women-years

This example illustrates the importance of stating the follow-up period for a CI and the problem
that can arise in comparing Cl's for different amounts of follow-up.

Two complementary measures of incidence: CI and ID

Cumulative incidence (CI)

1. increases with period of observation (i.e., it is “cumulative”)
2. has problems with:
- multiple events in one subject
- differing follow-up times for subjects
But
3. itis not necessary to know exact time of onset of the disease

4. directly estimates risk

Incidence density (ID)

1. suggests ability to extrapolate over time - “duration free”;
2. accommodates:
- multiple events in one subject
- different follow-up times for subjects
3. does not require a cohort to estimate or interpret
4. may be more appropriate for etiologic inference
Choosing between CI and ID
A. Objective
Estimate rate or risk

B. Natural history

Does the period of interest fit within the period of observation? (restricted versus
extended risk period)?
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E.g., If one wanted to analyze the relative longevity of men and women, the lifetime risk
(CI) of death would be useless.

C. Availability of data, e.g.
Fixed cohort, dynamic cohort, dynamic population

Different follow-up times

Knowing when events occur may favor one method or the other.

Incidence and prevalence in a population

The relationship between incidence and prevalence is the population-level analog for many familiar
situations, such as the number of people on line at the grocery store check-out, the number of
patients in a waiting room or a hospital, or the number of simultaneous log-ins for an internet
service provider.

Incidence, prevalence, and duration: patient flow in a community-based clinic

N | (size of the community)

(new patients arriving)

(patients leaving)

|« D - |« D — |« D —> |« D —|«< D — |

8:00
8:10
8:20
8:30
8:40
8:50
9:00
9:10
9:20
9:30
9:40
9:50
10:00
10:10
10:20
10:30

If a clinic opens at 8:00am, a patient arrives every 10 minutes (6/hout), and it takes 30 minutes for a
patient to be seen and treated, then the number of patients in the clinic will rise for the first 30
minutes and then remain constant at 3 patients until the clinic closes and the last 3 patients are
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treated. If the rate at which patients artive were to increase to 10/hout, then in the half-hour it
takes to treat the first patient 5 more will arrive, so the number of patients in the clinic will stabilize
at 5, instead of 3. Similarly, lengthening the treatment time from 30 to 60 minutes would cause the
number in the clinic to increase for the first hour, for a total of 6 patients in the clinic at any time
until closing.

With the original assumptions, 6 patients arrive at the clinic every hour during 8:00am-10:00am, and
6 patients leave the clinic each hour during 8:30am-10:30am. During 8:30am-10:00am the clinic is in

equilibrium, with 3 patients there at any given time. This equilibrium number, N1, equals the arrival
rate (6/hour) times the average time a patient remains (0.5 hours):

N; = arrival rate X D

where D is average duration of a clinic visit.

If the clinic is the only one in a community of size N (or is the approved source of care for N
people), then we can express the arrival rate as a function of the size of the community:

Arrival rate (patients/hour) = I X Ny

where I is the incidence of visiting the clinic and Ny is the number of people available to go to the

clinic (N minus the N1 people already in the clinic, which assumes that people can return to the
clinic as soon as they leave or that they immediately leave the community and are replaced by other

people eligible to go to the clinic). We can also express the number of patients in the clinic, N1, as a
function of the size of the community, using P as the population “prevalence” of clinic attendance.

N1 = PXN

Making use of these three equations, we can write:

N1 = arrival rate X D
= (IxNgpxD
PXN = (IXNpXxD
No
P = — IxD
N

Prevalence odds =incidence x average duration

If the number of visitors to the clinic is small in relation to the size of the community, then

No/N =1, and we have the approximation prevalence = incidence X average duration.
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Otherwise the relationship can be written as prevalence odds = incidence X average duration,
since:

No N-N;
P = — IXD = IxD
N N
P
P = (1-P)XIxXD and = IxXD
(1-P)

Odds are defined as the ratio of two probabilities, most often the ratio of a probability divided by its
inverse (probability for/probability against). The prevalence of a condition is an estimate of the
probability that a randomly selected member of the population is a case [Pr(case)]. If the prevalence
is p, then the prevalence odds are p/(1-p). So the prevalence odds, i.e., the odds that a randomly
selected person in the population has the disease (i.e., is a prevalent case) are:

prevalence odds prevalence / (1 — prevalence)

(N X prevalence) / (N — N X prevalence)
= (N X prevalence) / Ng = (N/Np) X prevalence

Incidence, prevalence, and duration in a stationary population

The following diagram displays the above process as it might appear for cases of a disease occurring
in a population followed during an interval of time, in equilibrium with respect to disease incidence,
duration, and entrances and exits from the population. An alternate derivation of the relation
prevalence odds = incidence X duration follows. (See Rothman and Greenland, 1998 for more on
this topic.)
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Incidence and prevalence in a population of size N observed for a time interval At

A A C
$ c
C
C C
C C = new case
C C
N No S USCEPTTIBLES (P AR)
C C
C
C C
\J/ C C
C \L \L C
v \1|/ |
p p P P P P P p VP p
p P REYV ALENCE P O OL p P p = prevalent case
P P p PP PP P PP p P p P
. T J ¥
< At >

c's are incident (new) cases
p's are prevalent (existing) cases
At indicates the time interval

| indicates exits from unaffected population or from prevalence pool

Size of the population = N = disease-free persons + existing cases = N + prevalence pool

The assumption that incidence and prevalence are constant means that:

New cases = Terminations
(Incidence X Ng) X At = (Prevalence X N X Termination rate) X At
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N Incidence

Prevalence X —— =
No Termination rate

Since the termination rate is the rate at which existing cases leave the prevalence pool, this rate is the
reciprocal of the average duration of a case. To see this, consider the termination rate for a single
case:

Terminations
Termination rate =

No. of cases X At

For a single case,

1 1
Termination rate = ——m8 — = ——
1 XAt At
Average duration (i.e., Aty = 1/ Termination rate

Thus, in the above relationship between incidence and prevalence, we can substitute Duration (D)
for 1 / Termination rate:

N

Prevalence X —— = Incidence X Duration
No

So in a population that is in a steady state with respect to a given condition, the prevalence odds of
that condition equals the incidence times the average duration (the prevalence does too, if it is
sufficiently small). Conversely, if we observe that the prevalence odds of a condition remains
constant (and can assume a stable population with no net migration of cases), then the incidence
must balance the loss of cases due to death or cure. Since prevalence is often easier to ascertain than
is incidence, we can make use of this relationship to draw inferences about incidence.

Estimating incidence from prevalence data

This relation has been used as the basis for estimating HIV seroincidence from seroprevalence data,
using a seroassay procedure designed to identify recently-infected persons (Janssen et al., 1998).
This technique makes use of the fact that ELISA tests for HIV antibody have become considerably
more sensitive since they were first developed. People who test HIV-positive with a current (highly
sensitive) HIV antibody test are then re-tested with a “detuned” version of an older, less-sensitive
test. Since it takes time for the anti-HIV antibody titer to increase to the level that it can be detected
with the less sensitive test, there is a period of time (about four months) during which the less
sensitive test will be negative. The discordant results of the two HIV antibody tests defines a short-
lived (average duration 129 days) “condition” whose prevalence can be used to estimate occurrence
of new HIV infections. Solving the relation Prev odds = I X D yields I = Prev odds / D = P/D for
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small prevalence. So if the seroprevalence of recent infection in a stable population is 2%, the
incidence of new HIV infections is approximately 0.02/129 days = 0.057/year. = 5.7/100py.

However, the stable population assumption is often not met in practice, and the above model is also
grossly simplified in that it treats the entire population as a homogenous entity, ignoring the
influence of age (see Rothman and Greenland, 1998). When we examine the relationship between
incidence and prevalence within a specific age-band, we need to consider the effect of entrances and
exits due to aging into or from the age band of interest. For example, the U.S. armed forces have
conducted serologic testing for HIV antibody of all recruits, active duty military, and reserves since
the antibody test became available. Within each age group, the seroprevalence of HIV antibody has
been approximately constant over a period of years. If we could ignore the effect of age, then using
the relationship prevalence odds = incidence X average duration, we could conclude that HIV
incidence should equal the (small) proportion of the population who leave the prevalence pool each
year due to discharge or death. However, another manner of exiting from the prevalence pool of a
given age group is to age out of it into the next one. Since HIV seroprevalence increases with age
(up to about age 35 years), it can be inferred that infections (incident cases) are occurring more
rapidly than necessary to balance deaths and discharges among cases. The reason is that each year,
some of the persons in each age group are replaced by persons from the next younger age group, a
group with lower seroprevalence. If infections were not occurring at a rate sufficient to balance this
outflow of prevalent cases, then the prevalence in each age group would decrease over time, as the
lower prevalence groups move up in age (see David Sokol and John Brundage, Surveillance methods
for the AIDS epidemic, NYS J Medicine May 1988).

Furthermore a meaningful incidence measure still requires identification of a cohort or source
population. Although the detuned serologic assay for recent HIV infection has been used to
estimate HIV “incidence” among clinic patients, the interpretation of those estimates is highly
problematic (Schoenbach, Poole, and Miller, 2001).
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Appendix on weighted averages

Because epidemiology studies populations, and populations contain various subgroups, weighted
averages figure prominently in epidemiology. Neatly any population-based measure can be regarded
as a weighted average of the value of that measure across the subgroups that comprise the
population. Weighted averages are used to standardize or adjust crude measures to make them more
comparable across populations with different subgroup proportions. Both the concept and the
mathematics are fundamental.

A weighted average is like an ordinary mean except that the components being averaged can have
more or less influence (weight) on the resulting average. For example, suppose we measure systolic
blood pressure on 10 occasions and obtain the following values (mmHg): 95, 100, 100, 105, 105,
105, 110, 110, 115, 120. If we want the mean (average) systolic blood pressure, we simply sum the
individual measurements and divide by the number of readings: 1,065/10 = 106.5 mmHg. Since
some of the readings occur more than once, we could achieve the same result by using a weighted
average:

Number of

readings Value Weighted sum

1 95 95

2 100 200
3 105 315
2 110 220
1 115 115
1 120 120
10 1,065

Average = 1,065 / 10 = 106.5 mmHg.

A small business might use a layout like this to compute the average price paid for some commodity
over some time period. In that situation, the first column might show the number of sacks
purchased, the second column the price per sack, and the third column the total dollar amount.

With a little generalization (to permit the “number of readings” to be a fractional number), we have
the procedure for creating a weighted average. Familiar examples are grade-point averages (course
grades weighted by credit hours), average cost per share of a stock purchased in multiple buys, and
average price per gallon for gasoline purchased on vacation.

Mathematically, a weighted average is a linear combination where the coefficients (pj) are
proportions whose sum is 1.0. Several equivalent formulations are:
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= + +o+ = 2 ( —)
\% A\ W Wi

= p1ar t pzaz t ...+ pnan = Z(piai)

where W = wi+ wo+...+ wy and p1+p2+...+pn=1

For the gasoline price example, the w, represent the amount purchased at each stop and the a
represent the price of each purchase.
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Appendix on exponents and logarithms

(Adapted from Defares JG and Sneddon IN. An introduction to the mathematics of medicine and biology.
The Netherlands, North-Holland, 1960)

Some simple facts:
22=2x2=4
22=2x2x%x2=8
Square root of 4 = 2

Cube root of 8 = 2

Exponents:

. h .
bX means b raised to the x™ power; x is referred to as an exponent.

Ifxis 2, then b*=b%Z=bx b. Ifxis 3, then bX=b3 =b X b X b. From this we can reason that:

1) b™ X b® must be equal to b™*+n)

(The product of a number raised to the m-th power multiplied by the same number raised to the n-
th power equals that number raised to the sum of the powers.)

2) b™/b" must be equal to b(™-)

(The quotient of a number raised to the m-th power divided by the same number raised to the n-th
power equals that number raised to the difference of the powers (numerator power minus
denominator power.)

3) (b™)" must be equal to b™ >

(The m-th power of a number raised to the n-th power equals that number raised to the (m X n)-th
power.)

For exponents that are not positive integers, we define b* in order to preserve the above three rules.

SobY=1and b*=1 /b~
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When the base number (b in the above examples) is e, a transcendental number that is

approximately 2.7183, then we write e* or (for typographical convenience) exp(x). e and Naperian
logarithms have special properties that recommend them for use in mathematics and statistics.

Logarithms:

If for a number b (greater than 1.0), it is possible to find a number x such that:
y =b*

then we say that x is the logarithm of y to the base b:
x = logpy

Taking the logarithm is the inverse of exponentiation, so that if y=b*:
log,(y) = log, (b*) = x and
bx = plog) = y

To preserve consistency with the rules for exponents, above, we see that:
1) logh(xy) = logpx + logpy

(the logarithm of a product is the sum of the logs)
2) logp(x/y) = logpx - logpy

(the logarithm of a quotient equals the logarithm of the numerator minus the logarithm of the
denominator), and

3) logp(x™) = n logpx

Logarithms are defined so that these rules generalize to the case of fractional and negative
exponents. The log of a negative number, however, is undefined.

The base b must be a positive number greater than 1.0, and is usually 10 (for “common logarithms”)
or e (for “natural” or Naperian logarithms). The latter are most often seen in mathematics, statistics,
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and epidemiology. The notation In(x) or simply log(x) is often used when Naperian logarithms are
understood.

Note that for base e (= 2.7183), exp(x) (a) must be greater than zero, (b) will equal 1 when x=0, and
(c) will increase very rapidly for large x. In contrast, In(x) (a) will be negative for x<1, (b) will equal
0 when x=1, and (c) will be positive for x>1. So if x is a positive ratio whose null value is 1.0, In(x)
will represent a transformation of x with the null value at O and other values distributed
symmetrically around it. These properties of logarithms are useful for transforming variable
distributions and for the analysis of ratios.
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Measuring disease and exposure - Assignment

1. The graph below shows the trends in incidence and prevalence for chronic disease Q over a
50-year period. Which of the following interpretations is consistent with the graph below?
Circle as many as could logically be correct.

The disease may be becoming more chronic with lower case-fatality rate;

The disease may be becoming more rapidly fatal (i.e., it kills patients sooner than before);

The disease may be becoming shorter in duration due to better medical treatment;

o w>»

The disease may be becoming more rare due to better preventive public health programs.
Incidence and prevalence of disease Q

Per
100,000
180
160
140
120
100
80
60
40
20
0 1930 1940 1950 1960 1970 1980

e————e Point prevalence
on July 1st

) G <+ Annual incidence

2. Fill in the blanks in the following diagram, using the terms "incidence", "prevalence", "case

fatality”, "recovery",

T
n 1

B

prevention”, "inmigration”, "outmigration™.
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3. For the following hypothetical data on viral upper respiratory infections(URI), calculate the
epidemiologic measures listed below. Assume that:

» each infection lasts 10 days and confers no immunity

» infections begin at 12:01 A.M. of the date shown

* there are no deaths from URI or other causes and no loss to follow-up

» "thirty days has September, April, June, and November. All the rest have thirty-one.”

* aperson is not at risk of a new URI until he/she has recovered from an existing episode

Person Dates of onset of URI episodes
(none)
August 24, October 5
September 12
(none)
(none)
November 26
September 2, November 29
(none)

IO TMmMmOUoO w >

First draw a time-line chart of the illness episodes for all subjects. Then calculate:

a. Point prevalence of URI on September 1:

b. Point prevalence of URI on November 30:

c. Person-days at risk (total) for the period September 1 through November 30,
inclusive:

d. Average ID of URI for the period of September 1 through November 30, inclusive.

Be sure to show units where applicable.

4. Regina Elandt-Johnson gives the following definitions of epidemiologic "rates":
Ratio: the result of dividing one quantity by another. More specifically, the
numerator and denominator are two separate and distinct quantities, and may be
measured in the same or different units. Examples:

Sex ratio = (No. of males) / (No. of females)
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Fetal death ratio = (no. of fetal deaths) / (No. of live births)

Proportion: a ratio in which the numerator is included in the denominator, i.e.,
[p =a/(a+ b)]. Example:

Proportion of males = (# males)/[(# males) + (# females)]

Proportions must have values between 0 and 1 (inclusive) and can be used to
estimate probabilities, or risks.

Rate: a measure of change in one quantity per unit of another quantity on which the
first depends. Three kinds are discussed:

dy
absolute instantaneous rate of change iny per unit time =
dx
dy
represents the derivative of y with respect to x
dx

In calculus, the derivative is shown to the slope of the function relating Ay to Ax
["'A" means "change™]. The derivative is defined as the limit of the change iny
divided by the change in x as the change in x becomes infinitessimally small.

Calculus is not required for this course.)

Ay
Absolute average rate of change iny per unit time = ——
At
Ay
Relative average rate of change iny per unit time = ——
y(AD)

[Regina Elandt-Johnson. Definition of rates: some remarks on their use and misuse.
Am J Epidemiol 1975; 102(4):267-271.]

For each of the following ratios, indicate whether it is a rate (R) or a proportion (P)
or neither (N). If a rate, indicate whether it is absolute or relative.

a. 3 cases / 25 person-years
b. 3 cases / 25 persons
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C. 6 fatalities / 24 acute MI admissions

d. 200 abortions / 1000 live births

e. 1,000 new cases of diarrhea / day in 500,000 people

5. In 1960, investigator A took a simple random sample of 1,050 adults from an urban
community of 100,000 (i.e., each adult had an equal, 1,050/100,000 chance of being chosen
for the sample). After examining the entire study population of 1,050, she had detected 50
cases of disease Q, a chronic disease for which there is no recovery or cure.

In 1965 (5 years later), investigator A re-examined all of the survivors from her original
study population and determined the cause of death in those who had died since the first
examination. Of the 50 subjects in whom disease Q was detected in 1960, 40 had died prior
to being re-examined in 1965. Of those who did not have disease Q in 1960, 100 subjects
developed it between 1960 and 1965 including 50 subjects who died prior to reexamination
(presumably due to disease Q). Among the subjects who did not contract disease Q, 15%
had died between the 1960 and 1965 examinations.

a. Draw a flow diagram for the study.

b. Calculate estimates of the following measures:

I. Point prevalence of disease Q among adults in the community at the initial
examination

ii. 5-year cumulative incidence of disease Q (make no adjustment for deaths from
causes other than disease Q). What is the impact on this measure of the deaths
among individuals who did not develop disease Q?

iii. Average incidence density for disease Q in the cohort followed. (Be sure to state
the units.)

iv. The 5-year case fatality rate for disease Q (as a proportion of those diagnosed as
having disease at the initial examination--see (i) above).

v. The prevalence of disease Q among subjects alive at the time of the re-examination
(i.e., 1965).

c. Most of the measures computed above are proportions. What are the theoretical lower
and upper limits of this class of measures?

d. Which of the above measures is (are) not a proportion?

www.sph.unc.edu/EPID168/ © Victor J. Schoenbach 5. Measuring disease and exposure - Assignment - 120
rev. 8/17/1999, 8/24/1999, 9/13/1999



e. The case fatality rate was originally devised to assess the virulence (severity) of an
infectious disease. If another investigator reported a value for the case fatality rate for
disease Q, what assumption about the duration of the disease among cases at the
beginning of the study is involved in comparing the two case fatality rates?

f.  Which of the above measures would you use to estimate the average risk of developing
disease Q? State that risk estimate in terms of the language of probability.

6. Give a one-sentence definition, in terms that you might employ in an article for the educated
but non-professional public, of:

a. Cumulative incidence

b. Incidence density

c. Prevalence

7. What are the three basic constituents or components of the concept of incidence?

8. The following graph shows the results of a controlled clinical trial of two treatments of a
highly fatal cancer:

Per cent
alive
100
90
80
70
60
50
40
30
20
10
0 1 2 3 4 5 6 Year

D - Treatment A

—o Treatment B

a. Assuming that the apparent differences at years 4 and 5 are statistically significant, which
treatment was superior in prolonging life?

b. Why would survivorship analysis methods be preferable to the use of 5-year survival
ratios or similar measures for the analysis and interpretation of the results of this trial?
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Measuring disease and exposure - Assignment solutions

€ o

1. "b” & “c” are cotrect; shorter duration can lower prevalence despite rising incidence. “a” is
incorrect, as the prevalence would increase, not decrease, with increasing chronicity. “d” is
incorrect, as prevention should reduce the incidence.

2.
Prevention——
Incidence
Inmigration
........... Prevalence
I:@ Case fatality
Recovery
Outmigration
3.

a. 0.125 (1 case with 8 persons at risk)

Cases present in a population at a specified time
Prevalence =

Number of persons in that population at that time

b. 0.250 (2 cases with 8 persons at risk)

c. person days at risk = 689:

Total person days = 91 days (3 mos.) x 8 persons = 728.

There are 39 days within this 3-month period when individuals are not at risk because they
are already ill (B loses 12 days within the period of observation 9/1 - 11/30 inclusive, C loses 10
days, F loses 5 days, and G loses 12 days): 728 - 39 = 689 person-days

d. Incidence density:
Number of new cases 5
Average incidence density = = —
Population time at risk 689

= 0.0073 cases per person-day
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Specification of units for incidence density is essential, since the number has no meaning in
itself (for example, the incidence density could be expressed per person-week, per person-
month, etc., with a different numerical value for the incidence density in each case). In
contrast, proportions have no units, though a scaling factor is often used in order to write
the number in a more readable fashion, e.g., 153 per 100,000 is a more easily read number
than 0.00053, but either form is correct and complete for prevalence or incidence

proportion.
4.
a. Rate (relative)
b. Proportion
Proportion
d. Neither - this is (only) a ratio
e. Rate (relative) - change in cases / change in time relative to population
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5. a. Flow Diagram

50 Alive (Incident
100 cases)
—1 Develop
Q
50 Died | (Incident
cases)
1,000
N Wltgout T 135 Died,
without | (Censored)
Q
Population Random )
of size | sample of [— 765 Alive, | (Unaffected)
100,000 size 1,050 well
10 Alive, (Prevalent
cases cases)
50 with
Q
40 Died
witlkf ’ (Deceased
disease cases)

f. (i) point prevalence at the initial examination:

50/1050 = .048, or 48 cases per thousand

(if) 5-year cumulative incidence:

Number of new cases

Cumulative incidence =
Population at risk

There were 100 new cases and 1000 disease-free persons at the start of the period.
Therefore:
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100
cIT = —— = 0.10,o0r 100 per 1,000
1.000

However, 135 persons died of other causes than X and therefore were not actually “at risk”
of developing disease Q, at least not throughout the 5 years. Omitting them gives:

100
CI = —— = 0116, 0r 116 per 1,000
865

The former CI (0.10) probably underestimates the “true” CI, since it implicitly assumes that
none of the 135 persons who died of other causes would have developed disease Q had he
lived. The latter CI may overestimate the “true” CI since, after all, the 135 who died were
available to get disease Q and be detected during part of the follow-up period.

A compromise solution is to estimate the CI by taking into account the follow-up time on
those subjects who died of other causes (or who withdrew from the study for other reasons).
One method is:

Q 100
ca = — = = 0107
(N - W/2) (1,000 — 135/2)

Where: Q = new cases of disease Q
N = initial cohort (disease free)
W = withdrawals

This method assumes that:

* subjects withdrew (died) evenly throughout the period (i.e., that they withdrew, on
the average, at the midpoint).
* subjects were in fact at risk of disease (and detection of disease) prior to withdrawal -

e.g., if they had developed disease Q, it would have been noted at the time of their
death.

If the loss to follow-up is small, the results of each method will be about the same. An
intensive search for a random sample of those originally lost to follow-up can be invaluable
in assessing bias.

(i) Average incidence density
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New cases Q
ID = -
Population time at risk Y2(N; + Ny)(Av)

Where: Q = new cases
N, = size of initial cohort
N, = number alive and well at follow-up
At = length of follow-up

So that:

100
ID = = 0.023/year = 23 cases per 1,000 py
15(1,000 + 765)(5)

The same result can be obtained from:

Q 100
ID = =
12N, + Np)(Ab) (1,000 — Y2[100] — "2[135])(5)
(iv) 5 yr case fatality rate:
Deaths from Q 40
5-year CFR = = — = 0.80,0r80%
Cases of Q at initial exam 50

(v) Prevalence of disease at the reexamination (1965):

60
Prevalence = —— = 0.073 =73 cases per 1,000
825

The lower and upper limits of proportions are 0 and 1, respectively.
b. Incidence density is an average rate, not a proportion.

c. 'The assumption is that the distribution of duration of the disease is similar between the two
case groups. Information on age, sex, and other potentially relevant characteristics would
also be desirable.
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d. Cumulative incidence would be used to estimate risk. In probability terms,
Pr(D |at risk for 5 years)=0.107, or an individual in the study population had a 10.7% chance
of developing disease Q in the next 5 years if he does not first die of another cause during
that period.

6. Definitions:
a. Cumulative Incidence - the proportion of new cases that develop in a population at risk of

getting the disease, over a stated period of time.

b. Incidence Density - the rate at which new cases develop per unit time, relative to the size of
a population at risk of getting the disease.

c. Prevalence - the number of existing cases of a disease as a proportion of a defined
population at a specified point in time (or short period of time).

7. The three basic components of incidence are:

the number of new cases
b. the population at risk

c. the period of observation or follow-up.

a. Treatment A was superior in prolonging life. Even though the proportion of patients dying
by year 6 was the same for each treatment, patients receiving treatment A tended to survive
longer (die later during the follow-up period).

b. The value of a survival ratio would depend upon the (arbitrary) choice of time period. For
example, in the graph shown, the 3-year survival advantage for treatment A is very small, the
5-year advantage is quite large. Survivorship analysis considers the time-to-death for patients
in the two groups, providing a fuller basis for comparison. After all, by the end of a long
enough follow-up period, all subjects will be dead! The aim of medical treatment (and health
promotion) is, among other things, that we should die later.
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6. Standardization of rates and ratios*

Concepts and basic methods for deriving measures that are comparable across
populations that differ in age and other demographic variables.

Overview

Epidemiologists are always mindful of population diversity. Virtually every large population is
heterogeneous in regard to sociodemographic (e.g., age, gender, education, religion), geographic,
genetic, occupational, dietary, medical history, and innumerable other personal attributes and
environmental factors related to health. A population can be viewed as a composite of diverse
subgroups (ultimately, subgroups of size one, i.e., individuals, but epidemiologic measures break
down at that point). Any overall measure or statistic reflects the value of that measure for each of
the subgroups comprising the population.

An overall measure that does not take explicit account of the composition of the population is called
crude. Its value will be an average of the values for the individual subgroups, weighted by their
relative sizes. The larger the subgroup, the more influence it will have on the crude measure (i.e.,
"democracy"). Thus, the death rate for a population is a weighted average of the death rates for its
component subgroups. Suppose we consider a population of size N as consisting of five age

groups, or strata. FEach age stratum will have a specific number of people, say n; (i=1 to 5).
During the following year, each stratum will experience some number of deaths, say di. The total

population size, N, is therefore Xnj, the total number of deaths, D, is Xd;, and the crude mortality
rate is D/N, which can also be written as a weighted average of the strarum-specific mortality

rates, di/n;, as follows:

D >d; Y n; (di/nj)
— T — = —— = ¥n/N)di/n)
N N N

Ywi(di/nj)

where wj are the weights (note that Xw; = X(n;j/N) = (Xnj)/N =Zn;/Zn; = 1).

The crude rate is the simplest and most straightforward summary of the population experience. But
mortality is strongly related to age, so the stratum-specific mortality rates will differ greatly from one
another. The summary provided by the crude rate glosses over this heterogeneity of stratum-
specific mortality rates.

* (An earlier version of the chapter was prepared by Timothy Wilcosky, Ph.D.)
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This issue is particularly relevant when we compare rates across populations or time periods,
because if the populations differ in composition, then at least some of what we observe may be
attributable to these differences. For example, suppose you and a friend each agree to bring 10
pieces of fruit to a picnic. You stop at a fruit stand and buy 8 mangoes ($1.00 apiece) and 2 apples
(80.50 apiece). Meanwhile your friend goes to the supermarket and buys 2 mangoes ($1.75 apiece)
and 8 apples ($0.45 apiece). Which is the more expensive purchase? From one perspective, the first
purchase is the more expensive, since $9.00 is certainly greater than $7.10. But from another
perspective, the second purchase is more expensive, since the supermarket charged a much higher
price for the mangoes and only slightly less for the apples.

Which of these perspectives you choose depends on the purpose of your question. More often than
not, the epidemiologist (and the serious shopper) would ask whether the prices were higher in the
fruit stand or the store and by how much. We can answer that question by simply comparing the
price lists. But what if you also bought oranges, melons, grapes, and bananas? What if you bought
two dozen varieties of fruit? It would certainly be more convenient to have a summary measure that
permitted an overall comparison. The trouble with total cost ($9.00 versus $7.10) or average price
(30.90/ piece of fruit versus $0.71 per piece) is that the fruit stand average price gives more weight to
the price of mangoes, because you bought more mangoes, whereas the supermarket average price
gives more weight to the price of apples because your friend bought more apples. We’re comparing
apples to mangoes, instead of fruit stand to supermarket.

Clearly what we need is a procedure that averages the prices in the same way for each vendor, so
that both averages give the same proportionate weighting to mangoes. The average prices will
depend upon the weighting we use, but at least we will be comparing (proportionally speaking)
apples with apples and mangoes with mangoes. However, it’s also clear that at least in this example,
the weights will determine which seller is favored by the comparison. The fruit stand owner will
prefer a higher weight for the price of mangoes, so that her prices will seem the better bargain. But
the supermarket owner will prefer a very low weight on the mangoes. He might argue, in fact, that
mangoes are a specialty item and not really worth considering in the comparison. He might argue
for assigning zero weight to the mangoes, so that his average price will be 0.45/piece (the summary
is simply the price of the apples), which is less than the fruit stand charges for apples.

Which set of weights is the right one to use? People who don’t like mangoes might agree with the
supermarket owner. People who like mangoes — or fruit stands — would not. For the most part, the
choice of weights (a.k.a. the standard population) is based on convention, the intended and
potential comparisons, and various other considerations. There is often no absolute correct choice,
and there can easily be different opinions about the best one. But it helps to have a rationale for the
choice other than that it happens to give you a result you like. Finally, nothing you do about weights
is going to change the fact that your purchase did cost more than your friend’s, so the crude
summaries are not irrelevant.

Adjustment and standardization

The terms "adjustment" and "standardization" both refer to procedures for facilitating the
comparison of summary measures across groups. Such comparisons are often complicated by
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differences between the groups in factors that influence the measures of interest but which are not
the focus of attention. Adjustment attempts to remove the effects of such "extraneous" factors that
might prevent a "fair" comparison.

"Adjustment", the more general term, encompasses both standardization and other procedures for
removing the effects of factors that distort or confound a comparison. Standardization refers to
methods of adjustment based on weighted averages in which the weights are chosen to provide an
"appropriate” basis for the comparison (i.e., a "standard"), generally the number of persons in
various strata of one of the populations in the comparison, an aggregate of these populations, or
some external relevant population. Other kinds of adjustment, some of which also employ weighted
averages, will be discussed in the chapter on Confounding.

Most textbooks of epidemiology present the topic of rate standardization in relation to adjusting for
age. This tendency is not coincidental, since virtually all mortal or morbid events occur with
different frequencies among groups of different ages. But the same principles and procedures apply
to subgroups defined by other variables. The following example illustrates how these varying
frequencies can affect a summary measure. Table 1 indicates that in 1970, 5,022 out of the 562,887
white women in Miami died, and that 285 of the 106,917 white Alaskan women died. The
respective overall (crude) death rates are 8.92 per 1,000 and 2.67 per 1,000. Is life in Alaska more
conducive to longevity than life in Florida?

Although the crude rates suggest that the force of mortality is stronger in Miami than in Alaska,
Table 1 reveals that for any given age the two populations have very similar mortality rates. What
then accounts for the difference in the crude death rates? A look at the age distributions in Miami
and Alaska provides the answer. Compared to Alaska, Miami has a much greater proportion of
women in older age groups, where mortality is high. Since the data from larger strata dominate the
crude death rate, the Miami death rate is heavily influenced by the high mortality in older ages. In
contrast, in Alaska the crude death rate reflects the low mortality rates among young women, who
account for a much larger proportion of the Alaska population than they do of the Florida
population.

Two populations may have the same overall size and identical age-specific death rates, but different
total numbers of deaths and different overall death rates, due to differences in their age
distributions. Standardization (and other adjustment procedures) seeks to provide numbers and
comparisons that minimize the influence of age and/or other extraneous factors.
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Table 1
Population and Deaths by Age in 1970 for White Females in
Miami, Alaska, and the U.S.

Miami Alaska UsS.
Age Pop. Deaths  Rate* Pop. Deaths  Rate* Pop.”  Deathst  Rate*

<15 114,350 136 1.19 37,164 59 1.59 23,961 32 1.34
15-24 80,259 57 0.71 20,036 18 0.90 15,420 9 0.58
25-44 133,440 208 1.56 32,693 37 1.13 21,353 30 1.40
45-64 142,670 1,016 7.12 14,947 90 6.02 19,609 140 7.14
65+ 92,168 3,605 39.11 2,077 81 39.00 10,685 529 49.51
562,887 5,022 106,917 285 91,028 740

Crude 8.92 2.67 8.13
death

rate*

* Deaths per 1,000 population *in thousands

Standardization of rates by the direct method

In the above example, the difference in crude death rates between Alaska and Miami results from
differences in their respective age distributions rather than differential age-specific death rates. It
follows intuitively that if Miami had the same age distribution as Alaska, or vice-versa, their crude
death rates would be similar to each other. As a matter of fact, if Miami and Alaska had the same
age distribution, regardless of what that distribution might be, their crude death rates would be
similar, since their age-specific rates are similar.

In direct standardization the stratum-specific rates of study populations are applied to the age
distribution of a standard population. (In the above example, each age group is a stratum.)
Consequently, if Alaska happened to have the same age distribution of white females as the 1970
U.S. white female population, and Miami also had this same age distribution, then the crude death
rates for Alaska and Miami would be similar. In other words, direct standardization applies the same
set of weights to the age-specific rates of Alaska and Miami, and the summary (age-adjusted) death
rate is therefore independent of differences in the age distribution of the two populations. The
directly age-standardized death rates are equivalent to the crude death rates which Miami and Alaska
"would have experienced" if they had had the same age distribution as the 1970 U.S. white female
population.
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Computationally, direct standardization of rates is straightforward:

> (stratum-specific rates X standard weights)

Directly standardized rate =
> (standard weights)

(r1 N1 2 No+ 13 N3+ ... + 13 Np)
Directly standardized rate =

(N1 + N2+ N3+ ... + Np)

2tk X Ny) Nk Nk
Ra&k =~ ————— =73 (1 X ) =Y (g x —)
XNk 2(Nk) N

Ry = 2 ®mWy

where:
1k = rate in k-th stratum of the szudy population
N, = number of persons in k-th stratum of the standard population
N = total number of persons in the standard population (XNy)

Wi = weight for each stratum (equal to Ni/N)

> means summation over the k strata.
This formula shows that, when the same standard is used, if two study populations have the same
age-specific rates (i.e., for each k their R's are equal) then their directly standardized rates will be

identical, independent of the age distributions in the study populations. The standardized death rate
for white Miami women using the 1970 U.S. population of white women as the standard is:

(1.19 x 23,961) + (0.71 x 15,420) + ... + (39.11 x 10,685)

Directly standardized rate
91,208

= 6.92 deaths/thousand

The corresponding standardized rate for Alaska is:
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(1.59 x 23,961) + (0.90 x 15,420) + ... + (39.00 x 10,685)

Directly standardized rate
91,208

= 6.71 deaths/thousand

(Results can be expressed as decimal fractions or scaled to aid in their intuitive meaningfulness, e.g.,
0.00134 = 1.34 per thousand = 134 per hundred thousand.)

After adjusting for age, the difference in death rates between Alaska and Miami is nearly eliminated.

Some points to consider

There are several things to consider about the above formula and computation. First, the directly
standardized rate is a weighted average. Since each W, is the proportion that the k-th stratum is of
the total standard population, the weights are simply the proportional age distribution in the
standard population. The crude death rate in a population, which represents the total number of
deaths divided by the total number of persons, can be regarded as an average of the population's
stratum-specific death rates (R,) weighted by its own age distribution.

Similarly, a directly standardized rate corresponds to the crude rate that would be observed in the
standard population if the standard population had the same stratum-specific rates as does the study
population. (To put the foregoing in terms of the above data for Alaska, Miami, and the U.S.
population, the crude death rate for Miami (8.92/1,000) can be expressed as a weighted average of
the age-specific death rates (1.19, 0.71, etc. per 1,000) for Miami, where the weights are the
population proportion in each age stratum (114,350/562,887, 80,259/562,887, etc.). Similarly, the
crude U.S. death rate (8.13/1,000) can be expressed as a weighted average of the U.S. age-specific
death rates (1.34, 0.58, etc. per 1,000) with weights consisting of the age distribution in the U.S.
population (23,961/91,028, 15,420/91,028, etc.). Therefore, if the U.S. as a whole had expetienced
the death rates shown above for Alaska, then the crude 1970 U.S. death rate would be 6.71
deaths/thousand, i.e., the directly standardized death rate for Alaska.

[Aside: A technical issue that Rothman and Greenland point out but which we will not worry about
is that when the above rates are computed using person-years, rather than people, changes in the
death rates can lead to changes in person-years. Unless the death rates are the same across all age
strata or the changes in person-years do not change the proportional age distribution, then
hypothetical statements such as "if the U.S. as a whole had experienced the death rates shown above
for Alaska" require the assumption that replacing the death rates would not alter the proportional
age distribution.]

Reasons for standardizing rates

Two main motivations encourage the use of standardized rates. First, summary indices from two or
more populations are more easily compared than multiple strata of specific rates. This becomes
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especially important when comparing rates from several populations or when each population has a
large number of strata. Second, small numbers in some strata may lead to unstable specific rates.
When sample populations are so small that their strata contain mostly unstable rates and zeroes, the
direct standardization procedure may not be appropriate and an alternate procedure (see below)
becomes desirable.

Although standardized rates can summarize trends across strata, a considerable amount of
information is lost. For example, mortality differences between two populations may be much
greater in older ages, or rates for one population compared to another may be lower in young ages
and higher in older ages. In the latter case, a single summary measure obscures valuable information
and is probably unwise. Furthermore, different standards could reverse the relative magnitude of
the standardized rates depending on which age groups were weighted most heavily. The trade-off
between detailed information and useful summarization runs through epidemiologic data analysis
methods.

Simultaneous adjustment

Rates can be standardized for two or more variables simultaneously. Table 2 compares age and
baseline diastolic blood pressure (DBP)-specific incidences of elevated blood pressure (DBP > 90
mm Hg) in light and heavy subjects (relative weight greater and less than 1.25, respectively) among
individuals with DBP previously below 90 mm Hg. The combined population is used as the
standard to adjust for age and baseline blood pressure differences in the two weight categories.
Computations for simultaneous adjustments are essentially identical to those for the single case:

Standardized rate for low weight subjects

= [(0.14 x 80)+(0.31 x 59)+...+(0.11 x 36)] / 349 = 0.14
Standardized rate for heavier subjects

= [(0.30 x 80)+(0.30 x 59)+...4+(0.59x 36)] / 349 = 0.36

In this example, the directly standardized rates differ little from the crude rates.
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Table 2
Incidence of High Blood Pressure by Baseline Relative
Weight, Blood Pressure, and Age in Evans Co., Ga.

Relative weight

Baseline

Diastolic Light Heavy Total

Blood

Age Pressure No. Cases  Rate No. Cases  Rate No. Cases  Rate

Low 70 10 0.14 10 3 0.30 80 13 0.16

25-34 Normal 49 15 0.31 10 3 0.30 59 18 0.31
Moderate 13 5 0.38 5 4 0.80 18 9 0.50

Low 67 3 0.04 5 2 0.40 72 5 0.07

35-44 Normal 66 4 0.06 18 4 0.22 84 8 0.10
Moderate 19 2 0.11 17 10 0.59 36 12 0.33

Total 284 39 0.14 65 26 0.40 349 65 0.19

Spreadsheets

Those of you who are familiar with spreadsheet program (e.g., Lotus 123®, Quattro Pro®,
Microsoft Excel®) will readily see the resemblance of the above layout to a spreadsheet. Indeed,
spreadsheets are a very convenient method for carrying out a modest number of standardizations.
Spreadsheet neophytes will certainly want to learn this method, and even experienced spreadsheet
users (who will no doubt want to try this on their own before reading further) may find that creating
an age standardization worksheet helps them to learn and understand standardization methods
better.

To create the above table in a spreadsheet program, copy the layout, the columns and rows that
contain the labels ("35-44", "Moderate", "Light", etc.) and fill in the cells in the first two columns
labeled "No." and the two columns labeled "Cases" — but for simplicity of exposition below, do
not set aside rows for blank space or horizontal rules or blank columns as separators. If the age
categories are placed in column A and the DBP categories in column B, then columns C, D, F, and
G (leaving E for the first "Rate" column and "H" for the second) will contain the data for number
of participants and number of cases. I will assume that the first row of data (for ages 25-34 years,
low diastolic blood pressure) is row 14 (allowing some blank rows for labels and documentation).

To compute the total columns, insert the formula "=C14+F14" into cell I14 (this corresponds to the
number 80 in the table). Upon completing this operation you should see that number appear. Then
copy this formula to the rest of the cells in this column (I15-I19) and in the next one (J14-]J19).
Now, have the spreadsheet compute the row containing the totals for these columns, by using your
spreadsheet's summation function to sum the cells in each column. If no rows have been skipped,
the summation function will go into cell C20 and will look something like "@SUM(C14..C19)"
[Lotus 123®] or "=SUM(C14:C19)" [Excel®]. Once again you should see the correct total. Then
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copy this cell to the other columns to be totaled (D20, F20, G20, 120, J20). (Note to spreadsheet
neophytes: spreadsheet programs generally use "relative addressing” by default, so when you copy
the formula the program generally adjusts the row and/or column numbers accordingly. Sometimes
that's #zof what you want to happen, but in this case it is.)

Then fill in the columns labeled "Rate" by inserting a formula for the ratio of the appropriate
"Cases" cell and "No." cell. A simple method for doing this, though not the most elegant, is the
following. If the top row of data (25-34 years old, low) is row 14, the first "No." column is C, and
the first "Cases" column is D, then insert the formula "=D14/C14" into cell E14 (no rocket science
thatl). Copy this formula to the remaining cells in the column (E15-E19), and then copy this
column to the other two columns labeled "Rate". Your worksheet should now look the same as the
table, and you are ready to compute the directly standardized rates.

There are several equivalent ways to proceed. Try this one and then see if you can figure out some
others. In the first "Rate" column (i.e., E), a few lines below the "Total" row (e.g., row 20), type in
the formula "=E14*114" (this goes in cell E26). This formula multiples the rate for participants
who are younger, have low DBP, and are in the lighter relative weight category (E14) by the total
number of participants who are age25-34 years and have low DBP (I14). Then copy E26 to cells
E27-E31 and H16-H31.

Each of the latter cells now shows what we might term the "expected number of cases that would
occur in each age-DBP stratum of the total participant group if the total group experienced the
incidence rates for the lighter-weight participants [for the values in column E] or for the heavier-
weight participants [for the values in column H]". Thus, we have only to sum these expected
numbers and divide by the total population size. Copy one of the cells that contains a summation
function (e.g., C20) to the cell (E32) just under the first new column and then copy it (from either
C20 or E32) to H32. If the relative addressing works properly, the summation functions should
become "=SUM(E26:E31)" and "=SUM(H26:H31)" (or their equivalent in your spreadsheet
program). Finally, perhaps on the following row, insert the formulas "=E32/119" in column E (i.e.,
in cell E33)and "=H32/119" in column H. You should see the directly standardized rates 0.14 and
0.30, respectively.

If you have faithfully followed the above instructions, you will probably think this is a lot of work to
go through for a several-minute task with paper, pencil, and a calculator — even if you have not
encountered any difficulties (of your own making or mine). However, this spreadsheet can easily be
modified to compute standardized rates for other data, so if you can find it when the need arises it
may come in very handy. For now, though, it's probably worthwhile using both calculator and
spreadsheet in order to master the computations and concepts.

Standardized ratios and differences

Rates that have been standardized by the direct method, using the same standard population, may be
compared in relative or absolute terms (i.e., as a ratio or as a difference). For example, we can
obtain a "Standardized Rate Ratio" ("SRR") by dividing the (directly) standardized rate for Miami by
that of Alaska. Using the values computed above:
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directly standardized rate for Miami 6.92
SRR = = = 1.03
directly standardized rate for Alaska 6.71

Similarly, the difference of the two rates would be a "standardized rate difference" (SRD = 6.92—
6.71=0.21 [per 1,000 — the ratio has no need for the scaling factor, but the difference does). Since
the rates are virtually identical, the SRR is close to 1.0, and the SRD is close to zero, all give the same
message: the mortality experience in Alaska, Miami, and the total U.S. are all about the same when
the differences due to age structure are eliminated.

In addition, a directly standardized rate can be compared to the crude rate in the population from
which the weights were taken (the "standard population"). The reason that this works is that, as
noted above, the crude rate for a population can be expressed as a weighted average of the
population's stratum-specific death rates (R,) weighted by its own age distribution. Therefore the
crude rate and the directly standardized rates are all weighted averages based on the same set of
weights (the proportional age distribution in the standard population). So the following SRR is
legitimate:

directly standardized rate for Alaska 6.92
SRR = = = 0.852
directly standardized rate for total U.S. 8.13

Standardized ratios and differences are also weighted averages [optional]

It may or may not be of interest to know that the standardized ratios and differences obtained by
taking the ratios and differences of directly-standardized rates are also weighted averages. For
example, the SRR can be written as:

> (W) 2 (/) (' W) 2IRRY (' Wi
SRR = _ = =
Z (\D) z (\D) z (\D)
] ] ]
(r'k Wi)
= 2 [ (RRy) < > ] = Y RR\WY)
k Z (r'jo) K
J
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where the RR, are the stratum-specific rate ratios and the expression in parenthesis is the stratum-
specific weight, W', for the SRR.

Nonuniformity of stratum-specific rates

Before computing and reporting standardized measures, we should ask the question that applies to
any summary measure: does the summary conceal important heterogeneity. If one population has
higher rates in some strata but lower rates in others, and stratum sizes are large enough for these
differences to be worth paying attention to, then a comparison of standardized rates for the two
populations could conceal an important feature of the data. In such a situation, it is important to
report the nonuniformity of the stratum-specific rate comparisons and to consider whether
computing standardized rates and ratios serves any purpose.

Sparse data

Even though standardized rates can be computed, they are not always meaningful. Use of the same
set of weights to average the stratum-specific rates guarantees comparability, but for the
comparisons to be meaningful there must also be large enough numbers in all important strata
("important" means those constituting substantial weight in the standardization procedure).
Otherwise the stratum-specific rate estimates will be too unstable (i.e., imprecise), and weighting
them may only amplify that instability. For example, a rate of 0.10 based on two cases becomes only
half as large, 0.05, if two more cases are found. Although the difference between these two rates is
small, if they happened to fall in a stratum for which the standard population had a particularly large
proportion, then this small difference would be magnified (relative to the other rates) in the
standardized rate. There are various rules of thumb for what constitutes "large enough", such as at
least 10 or 20 events (e.g., deaths, cases) and a denominator of at least 100, though a specific
situation might call for substantially larger numbers.

Indirect standardization

When stratum-specific numbers are small, as is often the case in such populations as a single
industrial plant or a small city, stratum-specific rate estimates are too susceptible to being heavily
influenced by random variability for the direct standardization method to be satisfactory. Instead,
an "indirect" standardization procedure is often used and a "standardized mortality ratio" ("SMR")
computed. (The standard mortality difference, computed as the indirectly standardized rate minus
the crude rate from the standard population, is also theoretically of interest).

Indirect standardization avoids the problem of imprecise estimates of stratum-specific rates in a
study population by taking stratum-specific rates from a standard population of sufficient size and
relevance. These rates are then averaged using as weights the stratum sizes of the study population.
Thus, the procedure is the mirror-image of direct standardization. In direct standardization, the study
population provides the rates and the standard population provides the weights. In zndirect
Standardization, the standard population provides the rates and the study population provides the
weights.  (For this reason Ollie Miettinen employs the terms "externally standardized" and
"internally standardized", respectively, for what we are calling direct standardization and indirect
standardization.)
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Study population  Standard population

Directly-standardized rate Rates Weights
Indirectly-standardized rate Weights Rates

We have seen that directly-standardized rates (computed using the same standard population) can be
readily compared to each other and to the standard population, because all are based on the set of
same weights (those from the standard population). However, comparison of indirectly-standardized
rates can be problematic, because each study population's standardized rate is based on its own set
of weights. In fact, the only comparison that is always permissible is the comparison between the
study population and the standard population, since these indirect rates are both based on weights
from the study population.

Directly-standardized rates are based on one set of weights;
indirectly-standardized rates are based on multiple sets of weights

Standard
Study pop. A Study pop. B population
Directly-standardized rate Rates-A Rates-B Weights
Indirectly-standardized rate Weights-A Weights-B Rates

As the above table illustrates, the directly-standardized rates for the three populations are based on
the same set of weights (the age distribution of the standard population), but the indirectly-
standardized rate for each study population is based on its own age distribution. The resulting lack
of comparability of indirectly standardized rates (and of SMR's) is often overlooked or ignored, and
as long as the study populations have similar age distributions then there is not necessarily a practical
problem. However, if the age distributions differ importantly across the study populations, then
comparison of the indirectly-standardized rates could be no better than comparison of the crude
rates themselves. Of course, all of these points hold for standardization by other variables; age is
used here simply as an example.

Carrying out indirect standardization

Indirect standardization can be thought of as taking the observed number of deaths or events in the
study population and comparing that number to an "expected" number of deaths, i.c., the number
of deaths that would be expected in the study population if its mortality experience (its stratum-
specific rates) were the same as for the standard population. The ratio of observed to expected
deaths is termed the Standardized Mortality Ratio (or Standardized Morbidity Ratio if disease, rather
than death, is the outcome), abbreviated SMR, and it, rather than standardized rates, is the usual
product of the indirect standardization procedure.

The expected number of deaths is obtained as follows:
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Expected
number = Y [Stratum-specific rates from  y  [stratum sizes from
of deaths the standard population] the study population]

= ¥ Riny)

and the observed number of deaths is Ydi
Observed deaths Ydi
so that SMR = =
Expected deaths Y (Riny)

where di = number of deaths in the k-th stratum of the s##dy population ("observed deaths")
ng = size of the k-th stratum of the szu#dy population

Ry = death rate in the k-th stratum of the standard population

The number of observed deaths can also be expressed as the sum of stratum-specific death rates
multiplied by stratum sizes:

Observed
number =y [Stratum-specific rates from  y  [stratum sizes from
of deaths the szudy population] the study population]

2. (tin)

where: rp = death rate in the k-th stratum,

Thus, the SMR can be readily expressed as a ratio of two weighted averages of stratum-specific
death rates, where the weights are the proportionate stratum sizes of the szudy population:

Observed deaths Y (rin) > (tewk)
SMR = R — -
Expected deaths Y Ring) > (Riwy)

where n is the total size of the study population and wi gives the proportionate stratum sizes,

computed as ng/n.

The SMR indicates the relative excess or decrement in the actual mortality experience in the study
population with respect to what might have been expect had it experienced the force of mortality in
the standard (or reference) population. [The denominator of the SMR is not precisely the "expected
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mortality" when the stratum sizes are in person-years (see Rothman and Greenland, 1998:234, but
for our purposes it is close enough.]

Comparison of SMR's

As noted above, the comparison of SMR's (or, equivalently, indirectly-standardized rates) from
different study populations is complicated by the fact that the weights used in obtaining the
indirectly standardized rates are the stratum sizes of the individual study populations rather than of a
(common) standard population. Technically, therefore, one cannot compare SMR's unless the
distribution of the standardization variable (e.g., age) is identical across the study populations, in
which case standardization is unnecessary since the crude death rates could have been compared
directly. Even if two populations have identical stratum-specific rates and therefore their directly
standardized rates are identical, their /ndirectly standardized rates can be quite different (see example
below). Remember, however, that the usual reason for using indirect standardization is that the
stratum-specific rate estimates are very imprecise, making directly standardized rates problematic.

Strictly speaking, SMR's can be validly compared across populations with different age distributions
in only one special case—the situation where the stratum-specific rates in each population are uniform,
L.e., they do not vary by age. In this case the weights or age distribution is irrelevant: the average of a
set of identical rates will always be the same regardless of the set of weights that are used. If the
stratum-specific rates or ratios are reasonably uniform—and if they are widely disparate the
usefulness of a single average is somewhat questionable—then a comparison of indirectly
standardized rates may be reasonable though admittedly technically improper. If the rates are
uniform, however, then the weighting will make little difference so there may be no need to
standardize at all.

The following example provides a numerical illustration of the problem of comparing SMR's:

Table 3
Death rates by age in two occupations and a standard population
Occupation A Occupation B Standard population

Age Persons Deaths Rate Persons Deaths Rate Persons Deaths Rate

40-49 1,000 2 0.002 | 5,000 10 0.002 30,000 30 0.001

50-59 5,000 20 0.004 1,000 4 0.004 40,000 120 0.003

Total 6,000 22 6,000 14 70,000 150
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22 14
SMR

(0.001)(1,000)+((0.003)(5,000) (0.001)(5,000)+(0.003)(1,000)

1.38 1.75

Though both occupations have exactly the same stratum-specific rates, their SMR's differ, due to the
substantially different age distributions for the two occupations. However, the directly standardized
rates for both occupations are, reassuringly, the same:

Directly standardized rate for A = (0.002 x 30,000 + 0.004 x 40,000) / 70,000 = 0.0031
Directly standardized rate for B = (0.002 x 30,000 + 0.004 x 40,000) / 70,000 = 0.0031

Similarly, the SRR for each occupation relative to the standard population is 0.0031/0.0021 = 1.48,
indicating a 48% higher age-standardized rate of death in each occupational population compared to
the standard population. However, the apparent equivalence of the directly standardized rates is
misleading. With so few deaths in the younger age stratum in Occupation A and in the older age
stratum in Occupation B, the rate estimates are very unstable. In other words, we cannot really
estimate some of the rates, so direct standardization is a dubious procedure. Given the substantial
uncertainty about what the stratum-specific rates really are, the only conclusion we can be confident
of is that both occupations have elevated mortality rates compared to the standard, or reference
population.  Without assumptions or additional information, we have no evidence from
standardization to conclude that one of the occupations is more hazardous (or is not more
hazardous) than the other.

Indirectly Standardized Rates (optional topic)

Though not commonly seen, an indirectly standardized rate can be obtained from an SMR as
follows:

Crude death rate in
Indirectly-standardized rate = SMR X < the standard )
Population

The logic for this relationship is that the SMR gives a standardized comparison of the mortality
experience in a study population compared to that in the standard population. So, for example, if
the study population has twice the mortality rate of the standard population, the standardized rate
for the study population should be twice the observed (crude) death rate in the standard population.

An alternate (and algebraically equivalent) strategy is to multiply the crude death rate from the study
population by a "standardizing factor" consisting of the ratio of the crude rate in the standard
population to an "index death rate". This "index death rate" is the death rate that would be expected
in the study (index) population, due to its age distribution, if in each stratum the corresponding
death rate from the standard population applied, i.e., the expected number of deaths divided by the
study population size.
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Crude death rate

Indirectly-standardized rate = in the study
Population

Crude death rate

X

Standardizing factor

Crude death rate in the standard population

= in the study X

population

where the index death rate is:

Index death rate

Stratum sizes from study population

rates in the X

( Stratum-specific
standard population

Algebraically, this may be written:

R
Indirectly-standardized rate = r X

and may be reformulated:

Indirectly-standardized rate =

Indirectly-standardized rate

where:

R = crude death rate in the standard population

> (Rknk)/n [

Total size of study population

Crude death rate in the standard population

. (Rkng)

SMR

Ry, = death rate in the k-th stratum of the standard population

r = crude death rate in study population

ng = size of the k-th stratum of the study population

n = size of the study population

d = total deaths in the study population

Example:

X

R

Index death rate
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If we use the U.S. rates (from table 1) as a standard, the indirectly standardized death rate for Miami
1s:

5,022
Indirectly standardized = X 8.13
rate (1.34*% X 114,350) + (0.58*% X 80,259) + ... + (49.51* X 92,168)
= 6.84 deaths/thousand
*(Per 1,000 population)
For Alaska, the indirect standardized rate is:
285
Indirectly standardized = X 8.13
rate (1.34*% X 37,164) + (0.58*% X 20,036) +...+ (49.51* X 2,077)
= 7.32 deaths/thousand

*(Per 1,000 population)

The indirectly standardized rate can be viewed as the study population's crude death rate
standardized for the relative "a priori mortality proneness" of the study population versus the
standard population.

(Returning to basics here)

Table 4
Crude and Age-Standardized* 1970 Death Rates Per 1000 for White Females
in Alaska, Miami, and the U.S.

Alaska Miami U.S.

Crude 2.67 8.92 8.13
Direct 6.71 6.92 -
Indirect 7.23 6.84 -

*Standard population is 1970 U.S. white females

Table 4 summarizes the results and indicates that the type of standardization makes a modest
difference in this example; the directly standardized rates for Miami and Alaska are closer than their
indirect counterparts.

Notice that the age-specific rates from Alaska and Miami do not enter the indirect standardization
computations at all. The information which they contain enters indirectly (hence the procedure
name), since the observed number of deaths is partly determined by the age-specific rates. But the
observed number of deaths is also determined by the stratum sizes.
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Choice of Standard Population

Standardized measures describe a hypothetical state of affairs, which is a function of the standard
population chosen. For direct age-standardization, the total U.S. population from the previous
census is especially common. Since rates standardized to the same external standard are comparable,
the selection of a commonly used standard has advantages when comparing rates across different
studies. Sometimes investigators compute directly standardized rates based upon one of their own
study populations as the standard or by combining two or more study populations to create a
standard. But rates standardized to a specific study population are not as readily compared to rates
from other studies.

When a study involves a comparison with a "control" population, the choice of a standard should
reflect the study goals. For example, an examination of county mortality variation within a state
might compare county mortality to the state as a whole. A clean industry may be a good standard
for an industrial population exposed to suspected occupational health hazards. Since indirectly
standardized measures require knowledge of stratum-specific rates in the standard, data availability
constrains the choice.

The choice of a standard population is not always obvious, and there may not be a "best" choice.
For example, in comparing syphilis rates across counties in North Carolina, Thomas et al. (1995)
decided to standardize the rates by age and sex to reduce the influence of different age-sex
distributions in different counties. One obvious choice for a set of weights was the age-sex
distribution of North Carolina as a whole. However, another possible choice was to use the age-sex
distribution for the U.S. as a whole, so that other investigators could more readily compare syphilis
rates in their states to the rates presented in the article. Was there a "right" answer? In this case the
choice between the two standards could be regarded as a choice between greater "relevance" and
broader comparability. The net result makes little difference, however, since the age-sex distribution
of North Carolina and the entire U.S. are very similar. In other situations, however, the choice of
standards can indeed change the message conveyed by the results.

Just as the growth of knowledge leads to revisions to disease classification systems, thereby
complicating comparisons across revisions, changes in the age distribution over decades creates the
dilemma of switch to a new standard population to reflect the present reality versus retaining the
existing standard to preserve comparability across time. For this reason mortality rates in the United
States have been standardized to the 1940 population distribution almost to the end of the 20th
century. Other standards (1970, 1980) were also in use, however, complicating comparisons of
mortality statistics. During the 1990's, the U.S. National Center for Health Statistics NCHS/CDC)
coordinated an effort among federal and state agencies to adopt the year 2000 projected U.S.
population for standardization of mortality statistics. In August 1998 all U.S. Department of Health
and Human Services (DHHS) agencies were directed to use the 2000 Standard Population for age
adjusting mortality rates beginning no later than data year 1999 (Schoenborn et al., 2000).

Since the age distribution in 2000 is shifted to the right (older ages) compared to the 1940
population, mortality rates standardized to the 2000 population will be higher than if they were
standardized to the 1940 census because they will assign more weight to older age strata, where
mortality rates are high. In the same way, comparisons (e.g., ratios) of standardized rates will reflect
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the situation among older age groups more than in the past. To be sure, the switch will make
comparisons to past data problematic, though NCHS will recompute age-standardized mortality
rates for past years based on the 2000 population standard.

The opposite result will occur when at some point it is decided that in a global society all countries
should standardized their rates to the World population, to facilitate comparison across countries.
Since the large majority of the world's population live in developing countries and is much younger
than the population of the U.S. and other developed countries, standardization using a world
standard will yield lower standardized rates for most causes of death. As illustrated by the fruit
stand example in the beginning of this chapter, different standards can give different, but correct,
results. Comparisons, the usual goal of examining rates, may be less affected then the rates
themselves, as long as the patterns (e.g., rise in mortality rate with age) are the same in the
populations being compared. When that is not the case, then the question of whether it is
meaningful to compare summary measures at all becomes more important than the question of
which weights to use.

Key concepts

* Populations are heterogeneous — they contain disparate subgroups. So any overall measure is a
summary of values for constituent subgroups. The underlying reality is the set of rates for
(ideally homogenous) subgroups.

* The observed ("crude") rate is in fact a weighted average of subgroup-"specific" rates, weighted
by the size of the subgroups.

* Comparability of weighted averages depends on similarity of weights.

* "Standardized" (and other kinds of adjusted) measures are also weighted averages, with weights
chosen to improve comparability.

* Crude rates are "real", standardized rates are hypothetical.

* The "direct" method (weights taken from an external standard population) gives greater
comparability but requires more data.

* The "indirect" method (weights taken from the internal study population) requires fewer data
but provides less comparability.

* Choice of weights can affect both rates, comparisons of rates, and comparability to other
populations, so the implications of using different possible standard populations should be
considered.

* Any summary conceals information; if there is substantial heterogeneity, the usefulness of a
summary is open to question.
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Appendix on Standardized Mortality Ratios

(courtesy of Raymond Greenberg, M.D.,Ph.D.

I.  DEFINITION. The Standardized Mortality Ratio (SMR) is a measure of mortality in a study
population, relative to mortality in a reference population. The SMR answers the following
question: "How does the number of observed deaths compare with the expected number of deaths,
if our study group had the age-specific mortality rates of the reference population during these study
years?"

II. CALCULATION. In principle, any reference population yielding sufficiently precise rates can
be used to obtain the expected death number, but it is customary to use the general population. The
SMR is given by the following expression:

Observed deaths in study population
SMR =

Expected deaths in study population

The SMR is usually scaled up by multiplying it by 100. An SMR over 100 indicates that more deaths
were observed than expected (i.e., the study population had a relatively poor outcome). An SMR
less than 100 means that fewer deaths were observed than expected (i.e., the study population had a
relatively favorable outcome). Obviously, the value of the SMR will depend on the choice of the
reference population used for the comparison mortality rates. If the reference population is healthy,
they will have low mortality rates and thereby increase the SMR. Conversely, if the reference
population is unhealthy, they will have high mortality rates and thereby decrease the SMR. It is
therefore crucial to choose an appropriate reference population or at least to know in which
direction the reference population differs from an appropriate one.

III.  HEALTHY WORKER EFFECT. The SMR is frequently used to examine mortality in an
industrial plant or industry. However, when workers are compared to the general population, it is
common to find lower mortality rates in the workers (SMR less than 100). The reason is thought to
be that the general population includes people who are too sick to work. The elevated mortality in
such people raises the mortality rate of the general population, so that mortality in the general
worker population is lower. This phenomenon is called the healthy worker effect. The healthy
worker effect is an important consideration primarily for mortality from diseases, such as
cardiovascular disease, where an extended period of physical limitation or disability frequently
precedes death and thus affects entrance into and remaining in the workforce.
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IV. SAMPLE CALCULATION: Suppose you are studying male textile workers between the ages

of 20 and 39 years between the years 1960 and 1979.

a. Observed deaths

b. Person-years
of exposure

c. Mortality rates
from reference
population

d. Expected deaths
(bxo

Age
20-29
30-39
Total

Age
20-29
30-39

Age
20-29
30-39

Age
20-29
30-39
Total

1960-1969
1
2

1960-1969
1,000
500

1960-1969
1/1,000py
2/1,000py

1960-1969
1
1

Observed Deaths in Study Population

SMR =

Expected Deaths in Study Population

or a 14% elevation in mortality.

V. CAUTIONS IN USE OF SMR:

Period
1970-1979
2
3

Period
1970-1979
500
1,000

Period
1970-1979
2/1,000py
4/1,000py

Period
1970-1979
1
4

Total

Total
1,500
1,500

Total

a. An SMR is an indirect standardization procedure (standard rates applied to study population)
and therefore two SMR's cannot be compared, unless their respective populations have the
same age distribution (in which case, why standardize). [If the age distributions are not
markedly different or the relationships in mortality rates between the populations are similar
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across age strata, then the damage is not great. The latter possibility can only rarely be
checked, of course, since SMR's are typically computed in situations where there are too few
deaths in each stratum to calculate meaningful stratum-specific rates.]

b. SMR's do not readily translate into life-expectancy (though recent work provides an
approximation).

c. Aslength of follow-up increases, an SMR based on cumulative mortality tends toward 100.

(See Gaffey WR: A critique of the standardized mortality ratio. | Occup Med 18:157-160, 1976
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Standardization of rates and ratios - Assignment

1. From the data in the table below, compute for each sex separately (for Rateboro) and for the
United States (both sexes) the following measures. Write your answers (rounded to 4 decimal
places) in the table; show all work for (c) and (d).

a. crude death rates

b. age-specific death rates

c. directly-standardized death rates for Rateboro males and females (separately) using the U.S.
population as a standard.

d. indirectly standardized death rates as in (c).
Population and Deaths in 1980 in Rateboro

Adults by Age and Sex and U.S. Total
(hypothetical data)

Rateboro United States
Males Females Both Sexes

Age Pop. Deaths  Rate Pop. Deaths  Rate Pop*  Deaths*  Rate
18-34 900 6 800 1 60,000 90

35-59 800 3 800 5 45,000 270
60-74 300 15 500 10 20,000 600
75 + 200 22 500 38 15,000 1500
Total 2200 46 2600 54 140,000 2460

(*In thousands. Population and deaths for Rateboro are actual figures.)

Direct standardized rate:

Indirect standardized rate:

2. Based on the results for question 1.:
a. Do males or females have a more favorable mortality experience in Rateboro? Cite the rates
or other figures on which you have based your decision.

b. How do you account for the similarity in the crude death rates for Rateboro males and
females?

c. Briefly discuss the reasons for and against (i) rate adjustment, and (ii) direct versus indirect
methods--in these data.

* Thanks to Barbara Richardson, Ph.D. for the first version of this question.
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d. How would you feel about the conclusion, by an expetienced epidemiologist, that "the
Rateboro data are generally consistent with the typical finding of a more favorable mortality
experience of U.S. females; the anomolous result for the 35-59 year-old group, with the high
death rate among females (more than 50% greater than the rate for males) is evidence that
the Rateboro environment is more suitable for males in the age range 35-59 than for
females."

3. The following extract from "Breast cancer in women after repeated fluoroscopic examinations
of the chest" (John D. Boice, Jt., and Richard R. Monson, J Natl Cancer Inst 59:823-832, 1977)
describes their adjustment procedure:

"...Expected breast cancer cases were determined with the use of age-calendar year
specific incidence rates of Connecticut (refs), a neighboring State whose cancer registry
has been in existence since 1935. The years at which a woman was at risk for breast
cancer development (i.e., the years after sanitarium admission or fluoroscopy exposure)
were computed separately for each 5-year age group, each 5-year period since start of
observation, and each quinquennium from 1930 to 1970 through 1974 and for the six
month period from January 1975 through June 1975. Multiplication of the age-calendar
year specific WY [women-years| at risk by the corresponding Connecticut incidence rates
determined the number of expected breast cancers."

a.  What method of adjustment is being used, direct or indirect?

b. The following tables show hypothetical data from a follow-up study like that done by Boice
and Monson. Why is it not possible to calculate from the information below the number of
breast cancer cases expected for the period 1950-1969 with the method used by Boice and
Monson (as described above)? (Note: this is a "sticky" question. Do not try to calculate or
derive numbers.)

Distribution of Women-Years (WY) among exposed subjects

Period
Age 1950-54 1955-59 1960-64 1965-69
30-34 1900 - - -
35-39 1800 1700 - -
40-44 1700 1600 1500 -
45-49 1600 1500 1400 1300

Average breast cancer incidence rates from the
Connecticut Cancer Registry (1950-1969), by age (rate per 1000 WY)

Age (years) Rate
30-34 2
35-39 4
40-44 8
45-49 1.2

c.  What advantage does this adjustment procedure have over simple age adjustment?
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4. Tuberculosis (TB) has been called the "captain of all men of death" because of its ability to
decimate populations. Improvements in the physical conditions of life in the present century,
especially nutrition, housing, and the work environment, greatly reduced this scourge even
before the advent of effective chemotherapy for the mycobacterium. The discovery of isoniazid
and its effectiveness in reducing infectiousness led to the application of public health measures
for tracing and treating active cases, thereby effectively controlling TB in the United States and
other developed countries. Indeed, U.S. public health policy has set the elimination of TB by
the year 2010 as a goal.

However, TB incidence in U.S. minority populations has never been reduced to the same extent
as the overall U.S. incidence, and the ratio of TB risk in nonwhites to whites has grown steadily
from about 3 in the mid-1950s to over 5 in the mid-1980s. In 1986, however, the long-term
decline in TB was reversed, with an estimated 9,226 cases in 1985-87 beyond those projected
from the 1981-84 trend. The 25-44 year age group had the largest 1985-87 increase, made up of
a 17% increase among non-Hispanic blacks and 27% among Hispanics. The HIV epidemic has
been implicated in the upswing in tuberculosis; poverty, homeless, and immigration of persons
from higher TB areas may also have a role. [Source: Reider HL, Cauthen GM, et al.
Tuberculosis in the United States. JAMA 1989 (July 21); 262(3):385-389.]

In this question, you are asked to interpret data from three North Carolina counties. The
following tables show the number of TB cases during the period January 1, 1986 to December
31, 1990, the mean population during that time period, and the corresponding U.S. TB rates.

Cases of tuberculosis in three N.C. counties
during January 1, 1986 - December 31, 1990

White White Nonwhite Nonwhite
County males females males females
Johnston 11 8 43 13
Orange 5 3 3 4
Wilson 6 10 51 27

Source: NC TB Control Branch

Mean population sizes of three N.C. counties
during January 1, 1986 - December 31, 1990

White White Nonwhite Nonwhite
County males females males females
Johnston 31,721 33,955 6,910 8,078
Orange 34,542 37,649 7,510 8,753
Wilson 19,844 22,259 10,692 12,788

Source: (Log Into North Carolina [LINC] database)
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Mean annual incidence of tuberculosis,
United States, January 1, 1986 to December 31, 1990

White White Nonwhite Nonwhite
males females males females
Cases per
100,000 7.4 3.6 39.2 19.8

Source: Centers of Disease Control, Tuberculosis in the United States
Your interpretation should compare the counties to each other and to the U.S. Is there a
greater-than-expected TB incidence in any of the counties? Is an increase confined to particular

race-sex-groups?

Suggestions:
a. Compute the race-sex-specific TB rates for each county and overall.

b. Compute an SMR comparing each county to the national TB rates.

5. .This question is optional. If you like it, do it; if you don't like it, forget it! Show that:

a. if age-specific rates for group A are all equal and age-specific rates for group B are all equal

(but not equal to those in group A, i.e., 14 = 13 and t; = 1}, for all i), then:

Directly standardized rate for A Crude rate for A

Directly standardized rate for B Crude rate for B

Under what conditions will this ratio equal the ratio of indirect standardized rates?

c. if age-specific rates in groups A and B are not all equal, but for each stratum

Tai

= K [Where K is the same for all strata |
Ihi

then SMR (for A using B as the standard) = K

d. If the proportional age distributions in two populations are identical, then direct adjustment,
indirect adjustment, and crude rates are all comparable between the two populations.

6. (Optional) Solve problem #1 using a computer spreadsheet.
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Standardization of Rates and Ratios - Assignment solutions
1. a&b

Population and Deaths in 1980 in Rateboro Adults by Age and Sex and U.S. Total
(hypothetical data)

Rateboro United States
Males Females Both Sexes
Age Pop. Deaths  Rate Pop. Deaths  Rate Pop*  Deaths*  Rate
18-34 900 6 .0067 800 1 .0013 60,000 90 .0015
35-59 800 3 .0038 800 5 .0063 45,000 270 .0060
60-74 300 15 .0500 500 10 .0200 20,000 600 .0300
75 + 200 22 .1100 500 38 .0760 15,000 1500 .1000
Total 2200 46 .0209 2600 54 .0208 140,000 2460 .0176

(*In thousands. Population and deaths for Rateboro are actual figures.)

Calculations:
c. Directly standardized death rates for Rateboro males and females (separately) using the U.S.
population (both sexes) as a standard.

Z(rtNt)
Directly standardized rate =

N¢

Male rate = [(.0067 X 60,000) + (0038 X 45,000) + (.05 % 20,000) + (.11 X 15,000)]

140,000

= 0.0230, or 23 deaths per thousand

Female rate = [(0013 X 60,000) + (0063 X 45000) + (.02 20,000 + (076 X 15,000)]

140,000

= 0.0136, or 13.6 deaths per thousand

www.epidemiolog.net

Standardization - Assignment solutions - 153
rev. 12/22/1999, 8/1/2000



Indirectly standardized rates: = R,

2(Rinj)

46

Male rate = (.01706)
[(0.0015 X 900) + (0.006 x 800) + (0.03 x 300) + (0.1 x 200)]

0.0230, or 23 deaths per thousand

[the similarity to the directly-standardized rate is coincidental.]

54

Female rate

(.0176)
[(0.0015 X 800) + (0.006 X 800) + (0.03 X 500) + (0.1 X 500)]

0.0134, or 13.4 deaths per thousand

[the similarity to the directly-standardized rate is coincidental.]

a. Females have a more favorable mortality experience. Although the crude death rates for
males and females are very close (20.9/1000 vs. 20.8/1000), when age-standardized (direct
or indirect) rates are compared, the lower death rates for women are clear.

i.  direct: 23 deaths/1000 (men) vs. 13.6 deaths/1000 (women)
ii.  indirect: 23 death/1000 (men) vs. 13.4 deaths/1000 (women)

b. The similarity in the crude death rates is a function of the respective age distributions of
males and females in Rateboro. A greater proportion of women are found in the older age
groups, where the morality rates are higher. The crude death rate gives more weight to these
larger strata.

c. 1 Reasons for rate adjustment are:

* adjustment procedures attempt to permit valid comparisons by minimizing the effect of
extraneous variables (e.g., age) that are differientially distributed across the populations of
interest;

*  summary indices from two or more populations are more easily compared than multiple
strata with specific rates; and

*  small numbers in some strata may lead to unstable rates.

ii. Disadvantages of adjustment are:
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information is lost when summary measures are used (opposing trends in subgroups may
be masked);

*  the absolute and relative magnitudes of the standardized rates will depend on the standard
used (i.e., the age groups weighted most heavily); and

*  standardized rates are fictitious — they do not estimate any "true" parameter.

ii. Direct vs. indirect methods: indirect methods of adjustment are used when the numbers
of deaths in the individual strata are too small to yield meaningful rates. The major
disadvantage of indirectly standardized rates is that they can properly be compared only
to the crude rate in the standard population (that is, it is technically incorrect to compare
the indirectly standardized rates for males to the indirectly standardized rates for females
as was shown in 2.a.2 above). Conversely, the major advantage of using direct adjustment
is that the standardized rates are comparable to one another if they were based on the
same standard weights. However, in several of the strata the numbers of observed deaths
are small (e.g., 1,3, 5 and 0), so the estimates of the rates for those strata are imprecise
(likely to be heavily influenced by random error) and therefore weighting them in a direct
adjustment procedure is hazardous.

d. Agree with the first part (consistency of Rateboro experience and U.S.) but question the
second part (Rateboro environment more suitable for males age 35-59) since the rates cited
are based on only 3 male and 5 female deaths and are therefore too imprecise to warrant
such a conclusion.

a. Indirect adjustment was used, as age-calendar-year-specific rates from a standard population
(Connecticut) were applied to the age-calendar-year distribution (of women-years) in the
study population. Here is a detailed explanation:

For the indirect standardization or adjustment procedure, "standard rates" were obtained
from the Connecticut population. These rates were both age-specific and calendar-year
specific, to control for changes in incidence over time. Thus, a table of standard rates like
the following would have been used:

Breast cancer incidence (per 100,000 Connecticut women per year)
(hypothetical data)

Period
Age 1935-39 1940-44 1945-49 1950-54 1955-59 etc.
30-34 20 22 26 28 30
35-39 30 33 35 38 40
40-44 50 54 57 59 62
45-49 70 72 75 78 81

Source: Connecticut Cancer Registry (1950-1969)
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The second ingredient for an standardized rate is the weight. The weight could be
population or population-time (person-years, or in this case, women-years). Boice and
Monson tell us that they computed women-years within 5-year age groups and 5-year
calendar time intervals (quinquennia) (which is why the above table is constructed as it is).
Boice and Monson also divided the follow-up period for each woman into 5- (their lucky
number!?) year intervals since the start of observation (sanitarium admission or fluoroscopy
exposure) for the women. Dividing up the follow-up period is not part of the adjustment
procedure, but enables the investigators to analyze the results for different lengths of
follow-up after exposure. Thus the investigators can allow for latency periods in cancer
development.

Suppose that the distribution of women-years for all women followed between 11 and 15
years after admission or exposure was:

Distribution of Women-Years (WY) among exposed subjects
between 11 and 15 years (inclusive) following admission or exposure
(hypothetical data)

Period
Age 1935-39 1940-44 1945-49 1950-54 1955-59 etc.
30-34 1900 1800 -- -- --
35-39 1800 1700 1600 -- --
40-44 1700 1600 1500 1400 --
45-49 1600 1500 1400 1300 1200

Source: U.S. Census

With the rates and the weights, the next step is: "Multiplication of the age-calendar year
specific WY [women-years|] at risk by the corresponding Connecticut incidence rates
determined the number of expected breast cancers."

So the expected number of breast cancer cases would be:

0.00020 X 1900 +
0.00022 X 1800 +
0.00030 X 1800 +
0.00033 X 1700 +
0.00035 X 1600 +
0.00050 X 1700 +
0.00054 X 1600 +
0.00057 X 1500 +
0.00059 X 1400 +
etc.
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This expected number of breast cancer cases (expected if the women in the study had the
same age- and calendar-year-specific breast cancer incidence as women in Connecticut)
would be compared to the number of breast cancer cases actually observed.

b. Itis not possible to calculate by the method used by Boice and Monson, since their method
requires age-calendar-year specific incidence rates whereas the rates given in the question are
not specific for calendar year.

c. 'The advantage of this more complex adjustment procedure is that it controls for secular
changes in breast cancer incidence.

4. a. Race-sex-specific and overall TB rates for the three counties:

Incidence of tuberculosis, per 100,000, in three N.C. counties
during January 1, 1986 - December 31, 1990

White White Nonwhite Nonwhite
County males females males females Overall
Johnston 7.0 4.7 124.5 32.2 18.6
Orange 2.9 1.6 8.0 9.1 3.4
Wilson 6.0 9.0 95.4 42.2 28.7
E.g., mean annual TB incidence for nonwhite females in Johnston county =

13 / (8,078 X 5) = 32.2 per 100,000. The 5 in the denominator is needed to obtain
the annual incidence, since the numerator contains cases accumulated during 5 years.

Opverall annual TB incidence in Johnston county =

75 / (80,664 X 5) = 93 / 5 = 18.6 per 100,000

b. SMR's:
SMRs for tuberculosis in three N.C. counties
during January 1, 1986 - December 31, 1990
County Expected Obsetved / Expected ~ SMR
Johnston 11.74+ 6.1+ 135+ 8=39.3 75/ 39.3 1.8
Orange 127+ 6.8+ 14.8 + 8.7 =43 15/ 43 0.35
Wilson 734+ 4+ 21+ 127 =45 94 / 45 2.1

E.g., overall SMR for Johnston County:

Expected (over 5 years) based on national rates =
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US rate County Expected

Group 5 years .
/100,000 pop. cases in 5 yrs
WM 0.000074 x 31,721 X 5 11.74 +
WF 0.000036 x 33955 X 5 = 611 +
NM 0.000392 X 6,910 X 5 = 13.54 +
NF 0.000198 X 8,078 X 5 = 8.00 +
39.39

SMR = Observed/Expected = 75 / 39.39 = 1.9

Interpretation: Both Johnston and Wilson Counties have higher TB incidence than the U.S.
average. The greater TB incidence in these counties is apparently due to the higher rates in
nonwhites of both sexes than in the U.S. as a whole. In Johnston County there are 56 cases
in nonwhites vs. 21.5 expected; in Wilson County there are 78 cases in nonwhites vs. 33.7
expected. There is also a slight increased incidence in whites in Wilson County: 16 white
cases observed vs. 11 expected. Note that the incidence of TB in Johnston County is nearly
18 times as great in nonwhite males compared to white males.

In this case comparison of the SMR's between Johnston and Orange counties is not
problematic, since the race-sex population distributions (i.e., the "weights") are similar for
the two counties. The population distribution in Wilson County is different, however, so
comparing its SMR to the others is indeed problematic.

5. a. Intuitively, we know this assertion to be true, since:

1. adirectly standardized rate is a weighted average of stratum-specific rates;

ii. the crude rate is a weighted average of stratum-specific rates, weighted in this case by
the stratum sizes of the study population;

ii. a weighted average of identical rates will be equal to the value of those rates, no matter
what weights are used.

Using the notation from the Standardization chapter of the Evolving Text, with subscript "a"
or "b" referring to group A or B, respectively, we have the directly-standardized rate for
group A (from the formula under "Standardization of rates by the direct method" and using
the information in the problem):

2.(rai Ni) 2.(ra Nj)
Directly standardized rate for A = —m™M = ———
Nt Nt
fazpql ra N¢
Nt Nt
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Crude rate forA = @—m = ——— =

So the directly standardized rate equals the crude rate (equals the stratum-specific rates).
The same can be shown, in a identical manner, for B. Therefore the ratio of directly-
standardized rates equals the ratio of crude rates.

Moral: if there is no variation in your stratum-specific rates, you don't need to adjust--the
crude is fine.

c. This question asks about the situation in which there is a constant rate ratio between groups
A and B within each age stratum. Since the SMR is calculated using the rates in the standard
population (in this case, 1},;) for the denominator (the "expected" deaths), that denominator
will be 1/K times the obsetved deaths, since the rates from the standard population are 1/K
times the rates observed in the study population.

Using the formulas on pages 4 and 8:

Observed deaths Y (taina) > (tainai)
SMR = = - =

Expected deaths " (rbinai)

X () na

Y (rainai)

1

— D (taina)
K

This exercise illustrates the underlying rationale for the SMR, i.e., in a situation in which there
are too few data to make meaningful judgments about specific rates, we assume that each is a
constant multiple of the specific rates in a standard population and then estimate that
constant multiple with the SMR. The assumption of a constant multiple may not hold in
reality, but it may be reasonably correct with study group we are examining. In any case it is
the best we can do given the limited amount of data.

d. Intuitively, if two populations are alike in terms of a particular variable, then that variable
cannot be responsible for observed differences between them.

Directly standardized rates are comparable, regardless of age distributions, because the
specific rates in each population are weighted by the same external standard.
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Crude rates are comparable because the crude rate for each group may be thought of as a
weighted average of the group's specific rates, with weighting by the proportional size of the

strata:
deaths Y (ainai) ai
B
Nat Nat Nat
deaths Y (tpp) b
Npt Npt Thi Npt

To say that both groups have the same
age stratum (i.e., stratum "i"),

Na Npt

So 1,=X[taipi], tb=2[tbipi], and the two
weights, pi.

Indirectly standardized rates:

From the formula at the top of page 4,

Indirectly standardized rate =

proportional age distribution is to say that for any

sets of specific rates are averaged using the same

Rt rth
X =
> (Rini)/n¢ Z(Ri 0 )
ne
R¢
Tt
> Ripy)

Since Rt and R; come from the standard population and pj is the same for groups A and B

(though it may vary from stratum to

stratum) by the conditions of the problem, the

indirectly standardized rates for A and B are each equal to their crude rates times a the same
constant. So a comparison of indirectly standardized rates in this case is the same as a
comparison of their crude rates, which was shown above to be valid.
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6. An Excel® spreadsheet for this problem can be found on the EPID 168 web site at
www.sph.unc.edu\courses\epid 168\ public\Standardization.xls.
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7. Relating risk factors to health outcomes

Quantifying relationships between two factors or one factor and the occurrence,
presence, severity, or course of disease

The “Big Picture”

At this point in the course, it will be good to take stock of where we are and where we are going.
After a brief overview of population and health, we have thoughtfully considered the phenomenon
of disease in relation to how epidemiologists study disease. Under that topic we examined issues of
definition, classification, and natural history. We then turned to the question of how to measure
disease frequency and extent in populations. We examined some general issues in numeracy and
descriptive statistics, and then took up the fundamental epidemiologic measures of prevalence and
incidence, with the latter approached as a proportion or as a rate. From there we took up the topic
of standardization, which facilitates comparisons between prevalence and incidence across
populations with different demographic composition, and we saw how these various measures and
concepts are used in descriptive epidemiology and surveillance.

For the next section of the course we will be concerned with how to investigate associations
between health outcomes and potential risk factors. That task involves questions of study design,
measures of association, validity, inference and interpretation. The topics of study design and
measures of association are so intertwined that whichever one we begin with, it always seems that
we should have begun with the other! Analytic studies provide the data for estimating measures of
association and impact, but measures of association and impact motivate the design of the studies.

However, the basic epidemiologic approach to relating risk factors to health outcomes is more
general than the specifics of either topic. Consider a population in which a disease or some other
condition occurs throughout the population but more often in persons with characteristic A. We
are likely to be interested in how the existence (prevalence) or occurrence (incidence) of the disease
among people with characteristic A compares with that for the population as a whole and for people
with some other characteristic B (which could simply be the absence of A). To make this
comparison we:

a. Measure the frequency - prevalence, CI, ID - of the disease or condition in each group (and
perhaps in the entire population);

b. Compare the frequencies (fairly! - e.g., after standardization if necessary))

c.  Quantify the comparison with a measure of association

d. Quantify the potential impact of the characteristic on the condition, if we are willing to posit

a causal relationship.

We have already discussed measures of frequency and extent. Now we turn to measures of
association and impact.
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Measuring the strength of a relationship

The question that summarized the preceding topic could be stated as “How much of a factor is
therer” or “How often does a disease (or other phenomenon) occur?”. However, much of
epidemiology is concerned with relationships among factors, particularly with the effect of an
“exposure” on “a disease”. Therefore the present topic addresses the question “How strong is the
relationship between two factors?” or “How strong is the relationship between a study factor and an
outcomer” A relationship may be “strong” without being “causal”, and vice versa. Nevertheless,
two factors that are strongly associated are more likely to be causally related.

There are a number of ways in which the strength of the relationship between two variables can be
assessed. We can, for example, assess the extent to which a change in one variable is accompanied
by a change in the other variable or, equivalently, the extent to which the distribution of one variable
differs according to the value of the other variable. For this assessment, epidemiologists use a

. . *
measure of association .

A second perspective is the extent to which the level of one of the factors might account for the
value of the second factor, as in the question of how much of a disease is attributable to a factor that
influences its occurrence. Epidemiologists use measures of impact to address this question.

Most of the measures we will cover in this topic apply to relationships between a factor that is
dichotomous (binary, having two possible values) and a measure of frequency or extent, in
particular, a rate, risk, or odds. Such measures are the most commonly used in epidemiology. We
will also touch on measures that are used in other situations.

Measures of association

A measure of association provides an index of how strongly two factors under study vary in concert.
The more tightly they are so linked, the more evidence that they are causally related to each other
(though not necessarily that one causes the other, since they might both be caused by a third factor).

Association - two factors are associated when the distribution of one is different for some value of the
other. To say that two factors are associated means, essentially, that knowing the value of one
variable implies a different distribution of the other. Consider the following two (hypothetical)
tables:

: Although this term and “measure of effect” have frequently been used interchangeably (e.g., in this text), Rothman and
Greenland (2000:58-59) draw the following distinction: associations involve comparisons between groups or
populations; effects involve comparisons of the same population [hypothetically] observed in two different conditions;
measures of association are typically used to estimate measures of effect.
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CHD and oral contraceptives in Breast cancer (BC) and oral

women age 35 years or more contraceptives
OC NoOC Total OC NoOC Total
CHD 30 20 50 Cancer 15 35 50
Non-case 30 70 100 Non-case 30 70 100
Total 60 90 150 Total 45 105 150

Consider first the table on the left (CHD and OC). The overall proportion of OC users is 60/150 =
0.40, but that among CHD cases is 30/50 = 0.60 while that among noncases is 30/100 = 0.30. The

2 (13

distribution of values of OC use (“users”, “nonusers”) is therefore different for different CHD
2 (13

values (“case”, “noncase”). Similarly, the distribution of values of CHD is different for different
values of OC (30/60 of OC users have CHD; 20/90 of non-users of OC have CHD).

If asked to estimate the proportion of OC users in a sample of 40 women selected at random from
the table on the left, would we want to know how many in the sample had CHD and how many did
not? Indeed we would.

We know that the proportion of OC users must be no lower than 0.30 (if the sample consists
entirely of noncases) and no greater than 0.60 (if the sample consists entirely of cases). In the
absence of knowing the proportion of cases, our best estimate would be the overall proportion in
the population, 0.40. But is we knew the proportion of cases in the sample, we could move our
estimate up (if more than one-third were cases) or down (if fewer than one-third were cases). [Now,
verify that to estimate the proportion of CHD cases in a random sample, we would want to know
the proportion of OC users. What is the best estimate of the proportion with CHD if the sample
consists of 22 OC users and 18 nonusers? — The answer is at the end of this chapter.]

Thus, in the data in the left-hand table, there is an association between OC use and CHD. In
contrast, in the table on the right (BC and OC), the distribution of OC use is the same for the cases,
the noncases, and the entire group. Therefore, the data in the right-hand table show no association
between breast cancer and use of OC's.

Correlation and Agreement

Association is a general term that encompasses many types of relationships. Other terms are used
to indicate specific types of association. Two important ones are:

Correlation is a type of association in which the relationship is monotonic, i.e., it goes in one
direction - the more of one factor, the more of the other (positive or direct correlation), OR the
more of one factor, the less of the other (negative or inverse correlation). Linear correlation
(measured by the Pearson product-moment correlation coefficient) assesses the extent to which the
relationship can be summarized by a straight line. Nonparametric correlation coefficients, such as
the Spearman rank correlation coefficient, assess the extent to which the two factors are correlated
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but without regard to the size of the change in one that accompanies a change in the other, simply
the direction.

Agreement is a type of correlation in which the two factors (generally two measures of the same
phenomenon) are not only directly correlated with each other but have the same actual values. For
example, two sphygmomanometers should give the same readings when used on the same person
on the same occasion, not merely readings that are correlated. Two measurements of a stable
phenomenon should agree with each other, not merely correlate. If one of the measures is known
to be highly accurate and the other is being assessed, then we can assess validity of the latter, rather
than merely agreement between the two.

ASIDE

Some sociological commentary

Since the factors studied by epidemiologists are often the occurrence of disease and the
presence of exposure, the primary epidemiologic measures are proportions and rates of
disease across different exposure groups. Indeed, because these measures are so familiar to
epidemiologists and clinicians, even when the disease (e.g., blood pressure) and/or exposure
are not represented by dichotomous (two-category) variables, it is common convert them
into proportions or rates for at least some analyses. We will therefore spend most of our
time on measures of association and impact involving rates and proportions. Bear in mind,
though, that phenomena (e.g., physiologic measurements, nutrient intake, environmental
exposures) that are capable of being measured as quantities are often more properly analyzed
without dichotomizing.

The preference for rates and proportions is one reason for the different approaches to
statistical analysis used by epidemiologists and social scientists who also study data on
populations. But there are other differences in approach that presumably have a different
basis, perhaps epidemiologists' focus on biological relationships.

One potential source of confusion — even conflict! — is the difference in the way that
epidemiologists on the one hand and social scientists and biostatisticians look at associations.
Epidemiologists tend to regard the strength of an association as a separate matter from the
quantity of numerical evidence that the association would not easily arise by chance (i.e., its
“statistical significance”). Other professions, however, often look first to the statistical
significance of an association before considering any other characteristic.  Thus, a
biostatistician or psychologist might complete dismiss an association that an epidemiologist
might characterize as “strong though potentially due to chance”. Conversely, a psychologist
or biostatistician may characterize as “highly significant” an association that an
epidemiologist might dismiss as too weak to be biologically meaningful. As we will see later,
various measures of association used in statistics (e.g., chi-squared statistics, correlation
coefficients) are in a different category than the measures of association we will discuss now.

END OF ASIDE
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Some basic measures

Before diving in to our discussion of how to measure associations, we may wish to begin with some
basics. Suppose that an epidemiologist is asked to investigate the possible hazard from an
inadequate air filtration system in a large school building in a poor urban neighborhood. The
particular concern involves children with asthma, 400 of whom attend the school (school A). The
epidemiologist is informed that on a particular day, 12 children suffered an asthmatic attack, whereas
at a very similar nearby school (school B) with 500 asthmatic children, only 5 suffered an asthmatic
attack on the same day.

The epidemiologist first arranges the data in a 2 X 2 table:

Cumulative incidence of asthmatic attack during one school day

Had an asthma attack School A School B Total
Yes 12 5 17
No 388 495 883
Total 400 500 900

The first step is to compute the incidence in each school:
1-day cumulative incidence in school A: 12 cases / 400 children at risk = 0.03 or 3%
1-day cumulative incidence in school B: 5 cases / 500 children at risk = 0.01 or 1%
School A does in fact have a higher incidence of asthma attacks on the study day.

In order to assess the strength of the association between school and asthma incidence, the next step
is to compute a measure of strength of association. The most common measure computed in this
situation is the ratio of the two cumulative incidences (the “cumulative incidence ratio”, CIR, also
called the “risk ratio”). The CIR is simply 0.03/0.01 = 3.0, which is often interpreted as indicating a
“moderately strong” association. The epidemiologist cumulative incidence difference (CID) might
also compute the difference between the Cl's (a “cumulative incidence difference”, CID), and report
that having inadequate air filtration was associated with a two percentage point greater asthma
incidence during the 7-hour school day. Armed with this basic example, let us examine the concepts
that underlie these measures.

Absolute versus relative effects

When we have incidence rates or proportions from two different populations (e.g., PC-users and
Mac-users), it is easy to tell which rate is larger. But quantifying how much larger raises the question
of how to compare the two rates. A basic question is whether or not the amount by which the
larger rate exceeds the smaller one should be relative to the size of one of the rates.
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If you ask a 10-year old how much older she is than her 5-year old brother, she will probably answer
“5 years”. But if she is mathematically-inclined, she may say that she is “twice his age” or “100%
older”. Both statements accurately quantify the amount by which she is older, yet they have
different “flavors”. Do we have a reason to prefer one or the other?

We might be inclined to prefer the answer “5 years”. “Might”, because the choice of a measure
depends on our purpose, and we have not specified an objective. But two reasons come to mind
why we might prefer the absolute difference (5 years) to the relative difference (100% older) or ratio
(twice his age).

For one, “5 years” will remain accurate indefinitely, whereas “twice” (or “100% more”) are accurate
only this year. In that sense “5 years” provides a better summary of the relation between the
children’s respective ages. For another, human growth and aging, at least from a societal point of
view and perhaps from a biological point of view as well, are processes which are marked by
absolute increases, not relative ones. For example, we generally think of school entrance and
graduation, puberty, eligibility for a drivers' license, presbyopia, and retirement in terms of specific
age ranges, not proportional increases. We say “in 15 years you will probably need bifocals”, rather
than “when your age is 50% greater”. In contrast, when adjusting a recipe for a larger or smaller
number of guests, we multiply or divide the amounts of each ingredient by a common factor, rather
than subtract a common amount from each one. For scaling a recipe, we are interested in
proportionate (relative) increases.

Similarly, when we quantify the comparison of two incidences (or two prevalences), we can take the
absolute difference (incidence difference) or the relative difference (excess risk). Which one,
absolute or relative, is of greater interest to us in quantifying the comparison of two measures of
occurrence or extent? This question has inspired no small amount of debate in the eatly days of
modern epidemiology (ca. 1955) and, as so often happens, a case can be made for both approaches.
The choice depends on our objective, our concept of the phenomena, and the availability of data.

2 <«

One problem with using the absolute difference (variously called “risk difference”, “rate difference”,
“cumulative incidence difference”, “incidence density difference”, “attributable risk”, according to
fashion, the group of epidemiologists with which the epidemiologist wishes to identify him/herself,
the decade in which she/he learned epidemiology, or whether the comparison involves incidence
rates, incidence proportions, prevalences, or mortality rates) as a measure of strength of association
is that if the incidences themselves are small, as will always be the case for a rare disease, then the
difference must also be small. For example, if the annual mortality rate for a rare disease such as
esophageal cancer is 60/100,000 in persons with low vitamin C intake and 20/100,000 in persons
with high vitamin C intake, the difference is only 40/100,000. In contrast, the difference for an
association involving a more common disease, such as vitamin E and CHD, might be 1,200/100,000
for low vitamin E intake and 800/100,000 for high vitamin E intake = 400/100,000, an order of

magnitude greater.

The much greater size of the second difference indicates that if these two vitamins are causal factors
many more lives could be saved from increasing vitamin E intake than from increasing vitamin C
intake. Vitamin E appears to have a greater public health impact. But is it logical to conclude from
the greater difference for vitamin E that its association with CHD is stronger than vitamin C’s with
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esophageal cancer? First, if we did draw that conclusion it would imply that nearly any association
involving a common disease must be stronger than all associations involving very rare diseases.
Second, since the actual incidence of most conditions varies by all sorts of factors (age, gender,
economic resources, smoking, alcohol intake, physical activity, diet, genetics, cofactors), the absolute
difference is very likely to vary, possibly greatly, across populations (however, the relative difference
may also vary).

In contrast, expressing the incidence differences relative to the size of the actual incidences produces
measures of association that appear to be comparable. Thus we can compute a relative difference in

incidence of esophageal cancer mortality in relation to vitamin C as (It —Ip)/Ip = (0.00060 —
0.00020)/0.00020 = 2.0 and a relative difference for CHD mortality in relation to vitamin E as (I —
Ip)/Ip = (0.01200 — 0.00800 / 0.00800) = 0.50. On this basis, the association involving vitamin C is

substantially greater than that involving vitamin E. This relative difference measure is often called
the excess risk (or “excess rate”, since the data are rates, not proportions). If we add 1.0 to the

excess risk or rate, we obtain an even simpler relative measure, 11/Ip, which is vatiously termed
relative risk, risk ratio, rate ratio, cumulative incidence ratio, incidence density ratio, or, for
prevalences, prevalence ratio.

Relative versus Absolute Measures of Association

Here are two real-life examples that contrast relative and absolute measures of association. The first
is based on data from a follow-up study by Mann e a/. (presented in a seminar at UNC-CH by Bruce
Stadel):

Incidence of myocardial infarction (MI) in oral contraceptive (OC) users per 100,000
women-years, by age and smoking

Oral
Age (years)  Cigarettes/day  contraceptive Non-users ~ RR**  AR***
users
30-39 0-14 6 2 3 4
15+ 30 11 3 19
40-44 0-14 47 12 4 35
15+ 246 601 4 185
Notes:
* RR=relative risk (rate ratio)
oK AR=attributable risk (rate difference, absolute difference)

In this table, the incidence of MI is clearly greater for OC users, since in each age-smoking stratum
the OC users have a higher incidence (ID) than do the nonusers. Moreover, the ratio of the two
incidences (the RR) is nearly constant across strata, a desirable property for a summary measure,
whereas the rate difference (AR) varies widely. According to Breslow and Day, the rate ratio tends
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to be more stable across strata, supporting its desirability as a measure of association. Not all
quantitative epidemiologists agree with this assertion.

The second example comes from a follow-up study of lung cancer and coronary artery disease in
relation to cigarette smoking:

Mortality rates per 100,000 person-years from lung cancer and
coronary artery disease for smokers and nonsmokers of cigarettes

Smokers Nonsmokers Ratio Difference
Cancer of the lung 48.3 4.5 10.8 44
Coronary artery disease 294.7 169.5 1.7 125

Source: 1964 Surgeon General's Report on Smoking and Health, page 110, quoted in Joseph Fleiss,
Statistical methods for rates and proportions, 2nd edition, page 91

The rate ratio for the relation between smoking and lung cancer mortality is much larger than that
between smoking and coronary artery disease mortality, but the rate difference is much larger for
coronary artery disease mortality. These figures are usually interpreted to mean that lung cancer
mortality is more closely associated with cigarette smoking than is coronary artery disease mortality;
elimination of cigarette smoking would lead to a proportionate reduction in lung cancer mortality
greater than the proportionate reduction in coronary artery disease mortality. However, the
reduction in the number of deaths from lung cancer would be smaller in magnitude than the
reduction in deaths from coronary artery disease. These issues will be explored in detail in the
section Measures of Impact, later in this chapter.

Concept of relative risk

Nevertheless, for the most part we use relative risk as the basic measure of strength of association
between a characteristic and the development of a condition.

The concept of relative risk is operationalized by :

a. Cumulative incidence ratio (CIR), also called risk ratio
b. Incidence density ratio (IDR), also called rate ratio

c.  Odds ratio (OR), which estimates CIR and IDR under certain circumstances.
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General formula:

Incidence in “exposed” I,
Incidence ratio = =
Incidence in “unexposed” I,

You may recall from the chapter on standardization that the SMR can be thought of as a ratio of
“observed” to “expected” mortality rates. In fact, the concept of observed and expected can be
brought in here as well. When we contrast the incidence rates in exposed and unexposed groups, we
are typically using the unexposed incidence as a barometer of what incidence we might find in the
exposed group if exposure had no effect. In that sense, the incidence in the unexposed constitutes
an “expected”, while the incidence in the exposed group constitutes an “observed”.

The concept of relative risk can also be applied in situations where incidence estimates are
unavailable or not even of greatest interest. For example, a direct estimate of the incidence ratio can
be obtained in a case-control study with incident (newly-occurring) cases if the controls are selected
in a suitable manner (as explained in the chapter on Analytic Study Designs). In situations where we
want to estimate incidence ratios but only prevalence data are available, the prevalence ratio (PR) or
prevalence odds ratio (POR) may provide a solution. The reason is the relation among prevalence,
incidence, and duration, presented in the chapter on Measuring Disease and Exposure (in a
stationary population, prevalence odds = incidence X average duration, or for a rare outcome,
prevalence = incidence X average duration). A key question is whether duration is the same in all

groups being compared, since if it is not then the comparison of prevalences will provide a distorted
picture of a comparison of incidences.

The PR may also be a logical choice for quantifying associations between exposures and conditions
whose duration is as or more important than their incidence. For example, a large proportion of a
population experience emotions or conditions such as anxiety, fatigue, or unhappiness from time to
time. Since point prevalence will count mostly people in whom the condition persists, prevalence
may be as or more useful than incidence as a measure of frequency in such cases. (The PR is also the
straightforward choice for simple descriptive statements, such as “smoking was twice as common
among persons with less than a high school education™.)

Interpretation of relative risk

Example: Incidence ratio of 2.0 means that:

*  “The incidence in the exposed population is twice that in the unexposed population”
* “The exposure is associated with a 100% increase in incidence.”

*  “The exposure is associated with a two-fold greater incidence.” (although commonly
encountered, this rendition should probably be avoided since “two-fold greater”” might also be
interpreted as 200% greater, which corresponds to an incidence ratio of 3.0)

Descriptive adjectives for magnitude of association (as commonly used)
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No association

1.0 (null value)
1.1-1.3 Weak
1.4-1.7 Modest
1.8-3.0 Moderate

3-8 Strong

For inverse associations (incidence ratio is less than 1.0), take the reciprocal and look in above table,
e.g., reciprocal of 0.5 is 2.0, which corresponds to a “moderate” association.

Two-by-two tables

The most basic data layout in epidemiology is the two-by-two table:

Exposure
Disease Yes No Total
Yes a b my (a+b)
No c d my (c +d)
Total n no n
(a+c¢ (b +d)

One major epidemiologic controversy is whether the disease should be shown in the rows, as above,
or in the columns. Kleinbaum, Kupper, and Morgenstern use the above format. Hennekens and
Buring place the disease categories in the columns and the exposure in the rows. Some authors use
one presentation for cohort studies and the other for case-control studies. As you can see,
epidemiology is not yet really a discipline (or not yet disciplined).

The above form of the 2 X 2 table is used to present data from a study (e.g., cohort, cross-sectional,
case-control) with count data. When the study uses person-years data (e.g., to estimate incidence
density), then the “no disease” column is removed and person-time totals (PY1, PY() occupy the
right-hand marginal:

Exposure
Disease Yes No Total
Yes a b mq
Person-time PY; PYo PY

Armed with our tables (whatever their orientation), we will now define the three major relative risk
measures, about which there is much less controversy:
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1. Cumulative incidence ratio (CIR)
2. Incidence density ratio (IDR)
3. Odds ratio (OR)

Cumulative incidence ratio (also called “risk ratio” or “relative risk”)

The cumulative incidence ratio (CIR) addresses the question “by how many times does the risk in
exposed persons exceed that for unexposed persons?” If the CIR is 3, we can say that exposed
persons have 3 times the risk of unexposed persons. We can also say that the average exposed
individual has three times the risk of disease as the average unexposed individual. This is often just
what we want to know. The mathematical definition is:

Cumulative incidence in “exposed” ClL

Cumulative incidence ratio = =
Cumulative incidence in “unexposed” Clp

Since the CIR is based on estimates of CI or risk, the CIR can be estimated directly only from a
cohort study. It is, however, possible to estimate it indirectly in other situations.

Incidence density ratio (also called “rate ratio”)

The incidence density ratio (IDR) addresses the question “how many times does the rate of disease
in exposed persons exceed that in unexposed personse”. If the IDR is 3 we can say the the rate in
the exposed is 3 times that in the unexposed. There is not an obvious interpretation at the
individual level, but the IDR is of prime importance for studies of dynamic populations and lengthy
cohorts. The mathematical definition is:

Incidence density in “exposed” D

Incidence density ratio = =
Incidence density in “unexposed” 1Dy

The IDR is used in situations where the outcome is the length of time until an event (e.g., death)
occurs and is mathematically equivalent to the hazard ratio of survivorship analysis. The IDR can be
estimated directly in a follow-up study (of a fixed cohort or a dynamic population).

(Risk) odds ratio
The odds ratio (OR) is a ratio of “odds”, which are transformations of risks or probabilities.
odds = p/(1-p), where p = probability

The OR addresses the question “how many times greater is the odds of disease for exposed persons
than for unexposed persons?”  Since odds have a different scale of measurement than risk, the
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answer to this question can sometimes differ from the answer to the corresponding question about
risk. Often, however, we are concerned with rare diseases, for which risk and odds are very close
and CIR’s and OR’s (and IDR’s) are very close. Since the OR can be defined in terms of odds of

disease among exposed or odds of exposure among cases, there are two mathematical formulations:

Odds in “exposed”
Odds ratio =

Odds in “unexposed”

The odds is simply an algebraic transformation of probability, so any probability (which must, of
course, be less than 1.0) can be expressed as “odds”. The probability that something may happen,
especially something bad, is often referred to as a “risk”. Odds derived from a risk are termed,
appropriately, risk odds, so that a ratio of two risk odds is a risk odds ratio, or ROR.

(Exposure) odds ratio

A prevalence is commonly referred to as an estimate of probability (e.g., of exposure). A justification
for this usage is that if we were to select an individual at random from the group, the probability that
that individual would have a certain characteristic is estimated by the prevalence in the group. Odds
that correspond to the probability of exposure are called “exposure odds”, so their ratio is an
exposure odds ratio, or EOR. Although conceptually distinct, for a two-by-two table these two
odds ratios are algebraically identical, as we shall see. Thus, our ability to estimate an (exposure)
odds ratio in a situation where we do not know disease incidence is a powerful tool for examining
associations involving disease incidence even where we do not have incidence data, as was first
presented in a classic paper by Jerome Cornfield (see the chapter on Analytic Study Designs for
elaboration).

Risk odds in “exposed” odds; Cly / (1-CIy)
OR; = Risk odds ratio ~ = i —
Risk odds in “unexposed” oddsg Clp / (1-Clg)
Exposure odds in “cases” oddsq

ORe = Exposure odds ratio = -
Exposure in “noncases” oddsg

Relation of the odds ratio to the risk ratio

When incidences are small (i.e., the outcome under study is rare in the population), the odds ratio
closely approximates both the risk ratio and the incidence density ratio. The conventional guideline
for classifying a disease as “rare” is an incidence below 10%. A good way to assess the extent of
divergence of the odds ratio and risk ratio is to examine a spreadsheet with sample incidences and
computed relative risks and odds ratios (e.g., the guideline suggested by Zhang and Yu [1998] of
incidence below 10% and risk ratio below 2.5 allows the odds ratio to be only 20% greater than the
risk ratio).
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If one feels that the OR exaggerates the strength of association objectionably, it is a simple matter to
derive a corresponding risk ratio estimate if one has additional information — overall exposure
prevalence, overall disease incidence, disease incidence in the exposed, or disease incidence in the
unexposed (Hogue, Gaylor, and Schulz, 1983). The simplest conversion is available if one knows
the incidence in the unexposed group, e.g.:

OR
RR =

(1= CI) + (CIy X OR)

where Clp is the incidence in the unexposed group [Zhang and Yu (1998), adapted to the notation
used here]. A prevalence odds ratio can be converted into a prevalence ratio by substituting

prevalence in the unexposed in place of Cly in the above formula. The divergence between the OR
and the IDR will generally be less than that between the OR and the CIR. The reason is that all
three measures of incidence (ID, CI, odds) have the identical numerator (new cases), but as
incidence increases the denominators of ID and odds decrease, whereas the denominator for CI
does not change.

Ratios of proportions versus ratios of odds

In case-control studies without additional information, the OR is often the only measure of
association that can be estimated. Also, when the outcome is rare, all three measures of relative risk
— the OR, CIR, and IDR — have approximately the same value. In other situations (i.e., cohort or
cross-sectional data with non-rare outcomes), the appropriateness of the OR as a epidemiologic
measure of association has been the subject of considerable debate.

Proponents of the OR point to several desirable mathematical properties it has compared to the risk
ratio, including the fact that the strength of association is not affected by reversing the definition of
the outcome (Walter, 2000). For example, in a smoking cessation trial, the OR for success will be
the reciprocal of the odds ratio for failure; the “risk” ratio (CIR) for success, however, will be very
different from the CIR for failure. Also, the prevalence odds ratio (POR) can in principle be used to
estimate the the incidence rate ratio from cross-sectional data, assuming that disease duration is
unrelated to exposure and that the incidences and durations in exposed and unexposed groups have
been constant long enough to achieve a steady state condition. Moreover the popularity of multiple
logistic regression, which estimates the OR controlling for multiple variables (see chapter on Data
Analysis and Interpretation), has been a strong motivation for many investigators to estimate odds
ratios even in cohort studies where incidence can be estimated directly.

As software tools for estimating the CIR and the PR have become available (e.g., SAS PROC
GENMOD), however, the use of the odds ratio in cohort and cross-sectional studies is becoming
less accepted, especially for non-rare outcomes (Thompson, Myers, and Kriebel, 1997). Its value in
cross-sectional data is somewhat undercut by the difficulty of accepting that the stationary
population (steady-state) assumption holds.
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Critics have termed the OR “incomprehensible” (Lee, 1994:201) and as lacking “intelligibility” (Lee
and Chia, 1994). Indeed, after a controversy erupted about news reports of a study by Kevin
Schulman (Schulman ez al., 1999), the editors of the New England Journal of Medicine apologized for
having allowed he use of the OR in the study’s abstract (New Eng/ | Med 1999;341:287). One follow-
up report in Brillscontent.com quoted one of the study’s authors (Jesse Berlin, professor of
biostatistics at the University of Pennsylvania School of Medicine) as saying “Unless you're a
professional statistician, you're not likely to have the slightest clue what an odds ratio means. The
truth is, it’s confusing for a lot of people, including physicians.”

In the Schulman e 4/ study, primary care physicians attending professional meetings viewed
videotaped interviews of hypothetical patients (portrayed by actors) and received additional medical
data, and then indicated whether or not they would refer the patient for cardiac catheterization. A
central finding was that the physicians recommended catheterization for 84.7% of the presentations
when the actor was an African American compared to 90.6% of the presentations when the actor
was a European American. The finding was presented as an OR of 0.6, which was then reported by
the news media as indicating that black patients were “40 percent less likely” to be referred as were
white patients (see Table 2 in Schwartz et al., 1999 for a summary of news reports).

Schwartz ez al. (1999) explained that because the outcome was so common, the actual risk ratio (0.93,
indicating a weak association) was greatly overstated by the OR, which contributed to the media’s
overstatement of the association. However, the risk ratio for not being referred is also 0.6
(0.09/0.15), indicating that white patients were only 60% as likely not to be referred as were black
patients or that black patients were 60% more likely not to be referred as were white patients (RR of
1.6 = 1/0.6). So whether the impression given by the news media was exaggerated or not is
debatable, at least with respect to the OR (see Schwartz ez /. for other limitations in the study).

Greenland (1987) asserts that the OR’s relevance for epidemiology derives solely from its ability to
estimate of the rate ratio (IDR) or cumulative incidence ratio (CIR). His objection to the OR as a
measure of effect lies in the lack of a simple correspondence between the odds for a population and
the odds for an individual. Whereas “incidence proportion” (i.e., CI) is equivalent to a simple
average of the risk for each individual in the population and incidence density (ID) is equivalent to a
simple average of the “hazard” for each individual in the population, incidence odds is not
equivalent to a simple average of the disease odds for each individual in the population (Greenland,
1987). Thus, the OR is not a ratio of averages interpretable at the individual level. It turns out that
this property (“noncollapsibility”) of the OR can make its use misleading when one attempts to
examine an association with control for other factors (see chapter on Data Analysis and
Interpretation).

Although one can take refuge in the assertion that “qualitative judgments based on interpretating
odds ratios as though they were relative risks are unlikely to be seriously in error” (Davies, Crombie,
and Tavakoli, 1998:991), it is safer to avoid the OR when incidence or prevalence ratios can be
estimated.
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Two typically unstated assumptions

Stable exposure status

The above discussion assumes that the population being studied is reasonably stable in respect to
exposure status. When this is not the case it may be necessary to change individuals' exposure status
during the observation period, assigning their follow-up to one or another exposure group, if the
exposure effect is believed not to persist. For example, a subject may exercise, stop, and begin
again. If the effect of exercise is believed to terminate shortly after exercise is stopped and to begin
again shortly after resumption of exercise, then follow-up time (person-time) can be accumulated in
the appropriate exercise category for each part of the follow-up period of an incidence density
measure. (An alternative approach is to place such “switchers” in a category of their own.)

Absence of “contagion”

The above discussion also assumes that exposure and outcome are independent, i.e., one person's
disease does not affect another person's risk. This assumption is violated, of course, for contagious
diseases, such as sexually transmitted infections, and for arthropod-borne pathogens, e.g. malaria,
where humans serve as a reservoir. Here, the spread of disease increases the exposure of unaffected
individuals so that their risk increases. These so-called “dependent happenings” can result in
distortion, or at least marked variability over time, in the above measures of association (see, for
example, Koopman |S e a/, 1991). Dependent happenings are by no means confined to
communicable diseases, inasmuch as personal and community behaviors are frequently affected by
what other people and communities are doing. Some examples are smoking cessation, dietary
change, suicide attempts, driving behavior, road safety regulations, and intensity of disease detection
and reporting.

More on risk and relative risk

The excess risk gives the proportionate increase in incidence (an analogous measure can be
constructed using incidence density or odds). It is a slight modification of the CIR and useful in a
variety of circumstances including measures of relative impact, to be discussed shortly. The
algebraic definition is:

Cly CI1 - Clp
Excesstisk = CIR-1 = —— -1 =
Cly Clp

For diseases with an extended risk period, as duration of follow-up increases, risk and CI become
larger. Being cumulative and predicated on the population remaining at risk, CI is an increasing
function whose limit is 1.0 — if we remain at risk forever, then eventually we will all become cases.
As CI1 and Clp both increase towards their limit of 1.0, then the CIR also approaches 1.0.
Therefore the value of the CIR can change as the duration of follow-up lengthens. It is also possible
for the IDR to change with duration of follow-up, but that is a function of the natural history of the
disease rather than the the IDR's mathematical properties.
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When the CI is low, due to a rare disease and/or short follow-up petiod:
CI = ID XT (where T = follow-up time)

OR = IDR = CIR

because if Clis = ID X T, then CI{ = 1D1 X Tand IDg =1Dg X T, so:
ID;y x T 1D1

= = IDR
IDg X T 1Dg

CIR

u
|
|

As follow-up time becomes shorter, then CI becomes smaller, eventually reaching 0. But as the CI
becomes smaller its value becomes increasingly the same as ID X T. For this reason, the limit of the
CIR as the follow-time becomes vanishingly short (T — 0) is the IDR. For this reason the IDR is
sometimes referred to as the “instantaneous CIR”.

In a steady-state (constant size and age distribution, constant incidence density, prevalence, and
duration of disease) dynamic population:

Prevalence odds = Incidence X Duration (see previous chapter)

From this we can see that the prevalence odds ratio (POR) estimates the IDR if duration is
unrelated to exposure, because:

oddsq 1Dy X T 1D
POR = = = —— = IDR
oddsg IDg X T 1Dg

where T here is duration in exposed and unexposed cases.
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Estimating relative risk (via the odds ratio) from data from a case-control
study

1. Construct (2x2, four-fold) table

Exposure
Disease Yes No Total
Yes a b my (a+b)
NO C d mp (C + d)
Total n no n
(a+c¢ (b +d)
2. Odds of Exposure in cases
Proportion of cases who are exposed a/(a+b) a
Odds = = —_— = —
Proportion of cases who are unexposed b/ (at+Db) b
3. Odds of exposure in controls
Proportion of controls who are exposed c/(c+d c
Odds = = — = —
Proportion of controls who are unexposed d/(c+d d
4. Exposure odds ratio (ORe)
Odds of exposure in cases a/b ad
()RC = = _ = _
Odds of exposure in controls c/d bc

If the data had come from a cross-sectional or cohort study, we could instead have estimated the

risk odds ratio (ORy), as the odds of disease in exposed persons divided by odds of disease in

unexposed persons. Algebraically, the exposure and disease odds ratios are identical.

Note that the odds ratio can be computed from proportions or percentages as readily as from the
actual numbers, since in computing the odds ratio the first step (see above) is to convert the

numbers into proportions and then to convert the proportions into odds.
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Difference measures

Measures based on the difference between two proportions or rates are the other principal form of
comparison for rates and proportions. They are often used as measures of impact, as we will discuss
in the next section. The formulas and terms for differences of cumulative incidences (or risks) and
incidence rates are:

CID = CIy - Clp (“Cumulative incidence difference’,

also known as the “Risk difference” or “Attributable risk”)

IDD = 1Dy - IDg (“Incidence density difference”,
also known as the “Rate difference”)

These difference measures, of course, can be derived directly only from a cohort or follow-up study.
If we lack information on the size of the population at risk, as in a case-control study with no
additional information, we have no way to estimate either CI or 1D, so we cannot estimate risk or
rate differences. In a cross-sectional study, we cannot estimate incidence at all, though by analogy

with CID and IDD we can estimate the prevalence difference, P1 - Py.

Examples of computations

Follow-up of a fixed cohort

Baseline 5-vear follow-up Outcomes
Affected (n=80)
| Exposed
(n=400)
Unaffected (n=320)
Total
population  |—
(n=1,000)
Affected (n=60)
|| Unexposed
(n-600)
Unaffected (n=540)

(Assume no losses to follow-up, including deaths from other causes.)
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The above data are often summarized into a 2 X 2 table:

5 - year incidence of disease

Exposure
Disease Yes No Total
Yes 80 60 140
No 320 540 860
Total 400 600 1000

Note on terminology: The four numbers (80, 60, 320, 540) in the interior of the table are referred to
as the “cells”; the row and column totals (140, 860, 400, 600) are referred to as the “marginals”. The
cells are often referred to as “a”, “b”, “c”, and “d” in zig-zag fashion beginning with the upper left
cell.

CI (crude) = 140 / 1000 = .14 (i.e., the overall 5-year cumulative incidence was 14/100)
CI; = 80 / 400 = .20, CIp = 60 / 600 = .10

CIR = CIy / CIp = .20 / .10 = 2.0 (the exposure was associated with a doubling of risk)
CID = CI1 - CIp = .20 - .10 = .10 (see below for interpretation)

Excess risk = CIR - 1 = 1.0 (i.e., the exposure was associated with a 100% increase in risk)

Cl; / (1-CIy) 0.20 / 0.80 0.25
OR;, — = = = 225
Clp / (1 - Clp) 0.10 / 0.90 0.11

Note that the OR is more extreme than the CIR.

Average incidence density measures could be computed from the above table by making the
assumption that cases occurred evenly throughout the period, or equivalently, that all cases occurred
at the midpoint of the follow-up period, 2.5 years:
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cases 140 140
ID = = = ———— = 0.030 cases/py
person-years (860)(5) + (140)(2.5) 4300 + 350

(Total person-years at risk comprises 860 persons followed for 5 years and 140 persons followed
for 2.5 years — once the disease occurred, that subject was deemed no longer at risk. If that situation
were not the case, then person-years would be computed differently.)

IDy =80 / [(320)(5) + (80)(2.5)] = 80 / 1800 = 0.044 cases / person-yeatr

Do = 60 / [(5340)(5) + (60)(2.5)] = 60 / 2850 = 0.021 cases / person-year
IDR = 0.044 / 0.021 = 2.095 = 2.1 (compare to CIR of 2.0)
IDD = 0.044 - 0.021 = .023 cases / person-yr OR 23 cases / 1000 person-yrs

Note that each ID is very close to the corresponding CI divided by the number of years (5). When
the incidence is low, the CI approximately equals ID X (time interval).

Measures of association — non-dichotomous exposure

Ratio measures of association are suited to dichotomous (i.e., two-category) measures, such as
presence of disease (yes or no) or exposure (yes or no). If the exposure has multiple categories (for
example, different types of industrial solvents or several levels of exposure), a ratio measure of effect
can be computed for each type or level compared to the unexposed group (if there is no unexposed
group, then one exposure or level can be selected as a reference category). Consider, for example,
the classic study by Wynder and Graham (1950) on lung cancer and cigarette smoking. In this case,
“None (less than 1 per day)” is selected as the reference category, and the odds ratio is computed for
each higher level of smoking relative to the reference level.

Cigarette smoking histories of 605 male lung cancer patients and 780 controls

Amount of cigarette smoking for 20+ Lung cancer
years.* (percent distribution) patients Controls OR
[N=605] [N=780]

None (less than 1 per day) 1.3 14.6 1.0
Light (1-9 per day) 2.3 11.5 2.2
Moderately heavy (10-15 per day) 10.1 19.0 0.0
Heavy (16-20 per day) 35.2 35.6 11.1
Excessive (21-34 per day) 30.9 11.5 30.2
Chain (35+ per day) 20.3 7.6 30.0

* includes pipe and cigar smokers, with a conversion formula.

** reference category.
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The odds ratios (OR) are obtained by forming a 2x2 table for each exposure level relative to the
reference level. For example, for “Heavy (16-20 per day)” compared to “None’:

Lung cancer Control
Heavy 35.2 35.6
None 1.3 14.6
35.2 X 14.6
OR = — = 11.1
35,6 x1.3

(As stated eatrlier, the OR calculation can be done just as easily from percentages as from the actual
numbers of cases and controls, since the first step is to derive proportions from the numbers. The
fact that these percentages are age-adjusted actually means that the ORs are age-adjusted as well.)

The odds ratios reveal quite the existence of a marked dose-response relationship.

Measures of association — non-dichotomous disease

When the disease or outcome variable is not dichotomous (e.g., body mass index) but the exposure
is, the outcome variable can be categorized (e.g., “above or below 30% greater than ideal weight”) to
enable computation of ratio measures of association. Alternatively, a summary statistic (e.g., mean
body mass) can be computed for each category of the exposure, but then we have no measure that
can be interpreted as relative risk.

When both disease and exposure have multiple ordered categories (e.g., injury severity rating with
several levels (an ordinal variable), parity (a count variable), or blood pressure (a continuous
measure), categorization can be imposed to obtain a ratio measure of effect. Alternatively, the
relationship between outcome and exposure can be plotted, and the slope used as a measure of the
strength of the relationship (e.g., a 2 mmHg increase in diastolic blood pressure for every 14 grams
of alcohol consumed is stronger than a 1 mmHg increase for every 14 grams). Linear regression
coefficients are used to estimate the slope of the relationship and provide a satisfactory index of
strength of association for continuous variables, though one that cannot readily be compared to
measures of relative risk. We will return to regression coefficients later in the course.

Correlation coefficients are often used as measures of association between ordinal or continuous
variables, but as explained below, these are not regarded as epidemiologic measures of strength of
association.

Other measures of association

“When I use a word, it means precisely what I want it to, neither more nor less” (Lewis
Carroll, Alice in Wonderland)
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As mentioned earlier, a point of confusion for the learner is the difference between what
epidemiologists mean by a measure of association and what is measured by various statistics that are
also referred to as measures of association. To clarify this unsatisfactory state of affairs, we will
discuss two measures that are widely used in both epidemiology and other disciplines, but which
epidemiologists regard as very different from the measures of association we have discussed above.

Chi-square for association

A nearly ubiquitous statistic in epidemiology is the chi-square for association. The chi-square and its
associated p-value address the question of the degree to which an association observed in a sample is
likely to reflect an association in the population from which the sample was obtained, rather than
simply have arisen due to sampling variability. The p-value estimates the probability that variability
of random sampling can result in two variables being associated in a sample even if they are entirely
independent in the population. Although there is obviously a connection between the question
addressed by the chi-square and the question addressed by the relative risk, the two questions are by
no means interchangeable. For example, consider the table at the very beginning of this chapter.

CHD and oral contraceptives (OC) in women age 35 years or more

oC oC Total
CHD 30 20 50
CHD 30 70 100
Total 60 90 150

Regarding these data as having come from a hypothetical case-control study, we select the odds ratio
(OR) as the appropriate measure of strength of association. Since CHD is a rare disease, the OR
will estimate the CIR as well as the IDR. The OR for the above table is:

30 X 70

OR = 3.5

20 % 30

L.e., the observed association suggests that the risk of CHD in women 35 years or older who use OC
is 3.5 times that of similarly aged women who do not use OC.

The chi-squared statistic for this table will yield a p-value that approximates the probability that a
table with an OR of 3.5 or stronger will arise from a random draw of 50 women (who will be called
“cases”) from a population of 60 OC users and 90 nonusers. That chi-squared statistic is 12.4,
which corresponds to a very small probability — much lower then 0.0001, or 1 in a thousand draws
(the computation will be covered in a later part of the course). Suppose instead that the study that
yielded the above table had been only one-fifth as large. Keeping the same proportion in each of
the four cells, we would then have this table:
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CHD and oral contraceptives (OC)in women age 35 years or more

oC oC Total
CHD 6 4 10
CHD 6 14 20
Total 12 18 30

The odds ratio for this table is still 3.5, but the chi-squared statistic is now only 2.42, which
corresponds to a p-value of 0.12. The greater p-value results from the fact that it is much easier to
obtain an association with OR of 3.5 or greater by randomly drawing 10 “cases” from a room with
12 OC users and 18 nonusers than by randomly drawing 50 “cases” from a room with 60 OC users
and 90 nonusers.

Since the OR remains identical but the chi-squared statistic and its p-value change dramatically,
clearly the epidemiologic measure of association and the chi-square are measuring different features
of the data. The chi-squared statistic is used to evaluate the degree of numerical evidence that the
observed association was not a chance finding. The epidemiologic measure of association is used to
quantify the strength of association as evidence of a causal relationship.

Correlation coefficients

Correlation coefficients are measures of linear or monotonic associations, but again not in the same
sense as measures of relative risk. The linear correlation coefficient (Pearson or product-moment
correlation, usually abbreviated “r”’) measures the degree to which the association between two
variables is linear. An r of zero means that the two variables are not at all linearly related (they may
nevertheless be associated in some other fashion, e.g., a U-shaped relationship). An r of +1 or -1
means that every pair of observations of the two variables corresponds to a point on a straight line
drawn on ordinary graph paper. However, knowing whether or not the relationship is linear tells us
nothing about the steepness of the line, e.g., how much increase in blood pressure results from a 5%
increase in body mass. Other correlation coefficients (e.g., Spearman) measure the degree to which
a relationship is monotonic (i.e., the two variables covary, without regard to whether the pairs of
observations correspond to a straight line or a curve).

Epidemiologists think of the relationships between variables as indications of mechanistic processes,
so for an epidemiologist, strength of association means how large a change in risk or some other
outcome results from a given absolute or relative change in an exposure. If the assumption is
correct, the strength should not depend upon the range of exposures measured or other aspects of
the distribution. In contrast, r is affected by the range and distribution of the two variables and
therefore has no epidemiologic interpretation (Rothman, p.303).  Standardized regression
coefficients are also not recommended for epidemiologic analysis for similar reasons (see Greenland,
Schlesselman, and Criqui, 1986).
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Correlation coefficients between dichotomous variables — Correlation coefficients can be
particularly problematic when used to quantify the relationship between two dichotomous (binary)
factors, especially when one or both of them are rare. The reason is that correlation coefficients
between binary variables cannot attain the theoretical minimum (-1) and maximum (+1) values
except in the special case when the both factors are present half of the time and absent half of the
time (Peduzzi, Peter N., Katherine M. Detre, Yick-Kwong Chan. Upper and lower bounds for
correlations in 2 X 2 tables—revisited. | Chron Dis 1983;36:491-496). If one or both factors are rare,
even if the two variables are very strongly related, the correlation coefficient may be restricted to a
modest value. In such a case an apparently small correlation coefficient (e.g., 0.15) may actually be
large in comparison with the maximum value obtainable for given marginal proportions.

For example, the correlation coefficient between smoking and lung cancer cannot be large when the
proportion of lung cancer cases is small but that of smokers is large, as shown in the following
example (Peduzzi PN, Detre KM, Chan YK. Upper and lower bounds for correlations in 2 X 2
tables—revisited. | Chron Dis 1983;36:491-496) based on data from Allegheny County, PA:

Smoker Nonsmoker Total

Lung cancer 20 2 22
No lung cancer 14,550 9,576 24126
Total 14,570 9,578 24148
Lung cancer incidence 0.001
Smoking prevalence 0.60
Odds ratio 6.6

Correlation

coefficient (r) R-square (Rz)
Based on above data 0.019 0.00036
If all cases were smokers 0.024 0.00058
If no cases were smokers -0.037 0.00157

Here, the correlation coefficient (r) is a meagre 0.019, with a corresponding R? (“proportion of
variance explained”) of 0.000356. Even if all 22 lung cancer cases were smokers, the correlation

coefficient would rise only to 0.024 (with R2 = 0.0006), and if no lung cancer cases smoked r falls
only to -0.037. In contrast, the OR is 6.6, indicating a strong relationship (the RR and IDR are
essentially the same, since the outcome is so rare). Therefore the correlation coefficient and
proportion of variance explained are not readily applicable to relationships between dichotomous
variables, especially when the row or column totals are very different.
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Measures of Impact

Concept

Relative risk measures compare the risk (or rate) in an exposed group to that in an unexposed group
in a manner that assesses the strength of association between the exposure and outcome for the
purpose of evaluating whether the association is a causal one, as we will see in the chapter on Causal
Inference. But when we have decided (or assumed) that the exposure causes the outcome, we often
wish to assess the individual and/or public health importance of a relationship, i.e.,

* How much of a disease can be attributed to a causative factor?

* What is the potential benefit from intervening to modify the factor?

The answers to these questions enter into public health policy-making and, in principle, individual
decision-making, since they indicate the amount or proportion of the burden of a disease that can be
prevented by eliminating the presumed causal factor (e.g., pollution control) or by carrying out a
preventive intervention (e.g., fortification of foods). Examples of the kind of questions that prompt
the use of measures of impact are:

1. Now that I am 35 years old, my CHD risk from taking oral contraceptives is twice as great as
when I was 25. But how much more risk do 1 have due to taking the pill?

2. In HIV-discordant couples in which a condom is not used and one partner has a bacterial
sexually transmitted disease, how much of the risk of heterosexual transmission of HIV is due to
presence of the sexually transmitted disease and therefore might be eliminated through STD
control measures?

3. How many cases of asthma are due to ambient sulfur dioxide?
4. What proportion of motor vebicular deaths can be prevented by mandatory seat belt use.

5. What proportion of perinatal HIV transmission has been prevented through the use of prenatal,
intrapartum, and neonatal zidovudine?

To answer these questions we employ attributable fractions, which are measures of impact or
attributable risk.. 'The concept of attributable is of central importance for public health, since it
addresses the question of “so what?”. Although some students find the topic of attributable risk a
source of confusion, at least some of their confusion is attributable (!) as much to the terminology as
to the basic concept. There are, however, a number of subtleties and legitimate sources of
confusion related to attributable risk. To introduce the concept we make the simplifying
assumptions that the exposure in question has either adverse or beneficial effects but not both, that
the exposed and unexposed groups are identical except for the exposure, and that either no person
is susceptible to getting the outcome from both the exposure and some other causal factor (ie., a
person who will experience the outcome due to some other causal factor will not experience it due
to the exposure, and vice-versa). We also begin by focusing on risks and proportions, rather than on
rates.
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One more prefatory note: at the risk of provoking a reaction of “Duh!”, I will note that questions
of attributable risk arise only in situations where more than one factor can cause the outcome under
consideration. When the outcome has only a single causal factor (typically, where the outcome is
defined in terms of the etiologic agent, as with infectious diseases) all of the cases must be
attributable to that factor. Eliminating the factor would avoid all risk. If a necessary cause (“C”)
requires a co-factor or susceptibility factor (“S”) for the effect to occur, then all of the cases are
attributable both to “C” and to “S”. This last point also illustrates that attributable fractions do not
sum to 1.0, even though they are often expressed as percentages.

Perspectives

There are a variety of different measures of impact, and at least twice that many names for them.
(For example, the term “attributable risk” is sometimes used to refer to the risk difference,
sometimes to the population attribute risk proportion described below, and sometimes to the class
of measures of impact. See Rothman and Greenland for various usages, with citations) One reason
for the multiplicity of measures is simply to have a measure for each of the various ways to ask a
question about impact. That is, the question can be asked in absolute (“How much” risk) or relative
(“What proportion” of risk) terms. It can be asked with reference specifically to persons exposed to
the factor or with reference to the whole population. Also, the factor being considered may cause or
prevent the outcome. Various combinations of these alternatives call for different measures. The
justification for having more names than measures (and for using the same name for different
measures) is unclear.

Absolute perspective

The absolute perspective for attributable risk is expressed by the questions, “How much of the
risk is attributable to the factor?” and “How many cases might be avoided if the factor were
absent?” The answer is obtained by estimating the risk difference or the difference in the number
of cases for exposed and unexposed persons. The risk difference, for example, provides an estimate
of the amount of risk in exposed persons that is “attributable” to the factor (assuming causality).
If we are interested in the amount of risk in that is attributable to the exposure in the total
population (assuming causality), we multiply the risk difference by the exposure prevalence in the
population. If we are interested in the actual number of cases that are attributable, i.e., that could
have been avoided by complete elimination of the exposure (before any irreversible effects have
occurred), we can multiply the risk difference by the population size.

Relative perspective

The relative perspective for attributable risk is expressed by the question, “What proportion of
the risk is attributable to the factor?” and “What proportion of the cases of the disease might be
avoided if the factor were absent?”. Here, we need to express the amount of risk attributable to the
factor relative to the total risk in exposed persons or in the total population. The measure for the
exposed population is sometimes referred to as the “attributable risk proportion”” (ARP) or the
“excess fraction” (see Rothman and Greenland). The measure for the entire population is
sometimes referred to as “population attributable risk proportion” (PARP).
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Attributable risk proportion

The ARP is directly related to the strength of the association between the exposure and the disease —
if the exposure doubles the risk, then half of the risk is attributable to the exposure; if the exposure
triples the risk, then two-thirds of the risk is attributable to the exposure; if the exposure multiples
the risk fourfold, then the ARP is three-fourths, etc.

Population attributable risk proportion

The PARP reflects not only the strength of association but also the prevalence of the exposure in
the population. Obviously an exposure can do more damage (have more impact) if it is experienced
by many people, rather than only a few. The PARP adds this consideration to the ARP. Note that
many older texts and articles refer to the PARP simply as “attributable risk”.

The following diagram displays the basis for the various measures of attributable risk. The basic
idea is, simply, that if we observe incidence Ij in an exposed population and a lower incidence Ip in a
comparable unexposed population, and we make the assumption that the exposure is causing the
higher incidence in the exposed population, then it is logical to suppose that the difference, I1—Io, is
the amount of incidence that is due to the exposure. Then, depending on the way in which we are

asking the question, this “attributable incidence” is expressed as an absolute difference or as a
relative difference, and in relation to exposed persons only or to the entire population.

Diagrammatic representation of attributable risk
in a population

Incidence
I I = Incidence
in exposed
Iy —Io) 01 I —1Ip) = Incidence
difference
Io
Ip = Incidence
Tong Tong in unexposed
ng ni
(Unexposed population)  (Exposed population)
P1 = Proportion exposed
In the above diagram:
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np and nq represent, respectively, the numbers unexposed and exposed persons, or the amounts

of unexposed and exposed population-time; n = n0 + ny

Pp and Py represent, respectively, the proportions of unexposed and exposed persons or

population time (i.e., P1 = n1/n)

I is the incidence proportion (cumulative incidence) of disease in unexposed persons, so Ipng is
the expected number of cases among unexposed persons, i.e., the area of the unshaded
rectangle.

I1ny is, similarly, the expected number of cases among exposed persons, i.e., the combined area
of the two shaded rectangles.

(I1—Ip) is the incidence difference or attributable risk. It gives the amount of incidence
“attributable” to exposure, i.e., the amount of incidence in exposed persons over and above
the incidence they would be expected to have had (I0) in the absence of exposure.

(I1—Ip)n1 is the expected number of cases among exposed persons beyond those expected from

their background incidence (Ip), i.e., attributable cases (the area of the cross-hatched
rectangle). Attributable cases are simply the attributable risk multiplied by the number of
exposed persons.

RR is the relative risk (risk ratio, CIR), I1/I

The attributable risk proportion in exposed persons [ARP] is the proportion of exposed cases that is
“attributable” to the exposure. This proportion is:

“Attributable cases” 11 — Ip)n I —1Ip RR -1
All exposed cases Iing I RR

(the RR's are obtained by dividing numerator and denominator by Ip).

Similarly, the population attributable risk proportion [PARP], the proportion of all cases that is
attributable to exposure, is:

“Attributable cases” 11 —Io)ny Iin; — Ipng P1(RR-1)
All cases I1iny + Iong I1n1 + Igng 1+ P1 (RR-1)

The right-hand formula (see the assignment solution for its derivation) displays the relationship of
the PARP to exposure prevalence and “excess risk” (RR-1). The denominator cannot be less than 1,
so if the numerator is very small (e.g., very low exposure prevalence and/or weak association), then
the PARP will also be very small. Conversely, for a very prevalent exposure (e.g., P1=0.80) and very

strong association (e.g., RR=9), then the numerator [0.80 X (9-1)] will be large (6.4). The
denominator will be close to this value, since the 1 will have little influence. Thus, the PARP will
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show that a large proportion (i.e., close to 1.0) of the cases are attributable. As the prevalence rises,

the PARP comes closer to the ARP (when P1=1, as it does in the exposed population, the PARP
formula reduces to that for the ARP).

The joint influence of strength of association and prevalence of exposure on the PARP may be
easier to see in the following algebraic reformulation:

PARP =

1+ 1/[P1(RR-1)]
Definitions and formulas

Attributable risk [absolute]: the amount of the risk in the exposed group that is related to their
exposure. Attributable risk is estimated by the cumulative incidence difference or incidence density
difference:

AR = 11 -1y

Population attributable risk [absolute]: the amount of risk in the population (i.e., in exposed and
unexposed persons taken together) that is related to exposure. Population attributable risk is equal
to the attributable risk multiplied by the prevalence of the exposure:

PAR = ARXP1 = 1 -IpP1 = 1 - I

[This measure is not often used, but is helpful here to complete the pattern. “I”” without a subscript
refers to the total, or crude incidence. The equivalence of the middle and right-hand terms in the

above expression can be seen by substituting (I1P1 + IoPg) for I and (IoPo + IoP1) for Io.]

Attributable risk proportion (or percent) [ARP]: the proportion (percent) of the risk in the
exposed group that is related to their exposure.

I — Ip RR -1 AR
11 RR 11

Population attributable risk proportion (or percent) [PARP]: the proportion (percent) of the risk
in the population that is related to the exposure.

P; (RR - 1) I-1Io PAR
PARP = = =
1+P; RR-1) 1 1
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(Derivations are shown in the assighment solutions)

Case-control studies

The absolute measures (AR and PAR) require estimates of incidence, so they cannot be estimated
from the results of a case-control study without additional information on incidence. If the disease
is rare, the ARP and PARP can be estimated from a case-control study by using the OR as an

estimate of the RR. The ARP is then simply (OR — 1)/OR. A formula for the PARP can be detived
using Bayes Theorem and algebra (see below):

PE|D (RR-1)
PARP = = (PE|D) X ARP
RR

where Pg|p is the proportion of cases who are exposed. Since the right-hand formula does not
require knowledge of the exposure prevalence in the population nor the actual disease incidence, this
formula can be estimated from a case-control study which gives an estimate of RR or IDR.

Preventive fraction

When I < Iy (e.g., for a vaccine, use of protective equipment, or pollution control devices), a
“preventive” fraction is needed. Since a protective exposure (assuming causality) reduces the risk of
the outcome, we cannot think in terms of “attributable cases” since the “cases” have not occurred!
Instead, we define a preventive fraction as a proportion of “potential cases” that were prevented,
L.e., that did not occur because of the protective exposure. For vaccines, this proportion is referred
to as vaccine efficacy or effectiveness.

As with attributable risk, there are two variants, one for those exposed to the preventive
intervention and one for the population as a whole (both are based on the “relative” perspective; the
absolute perspective does not appear to be used). The following diagram, similar to that for
attributable fractions, will be used.
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Diagrammatic representation of preventive fraction
in a population

Incidence
Io Ip = Incidence
_______________________________ in exposed
(Io—1I1) no
I I; = Incidence
_________________________________________________________________ in
Iing I1ng unexposed
no n

(Unexposed population)  (Exposed population)

P1 = Proportion exposed

Where n1, ng, 11, Ip are as before and (Ip - I1)n1 denotes the “prevented cases”, i.e., the number of
potential cases that would have occurred if the exposure were not associated with lower incidence
(recall that I is greater than I1) or had not been present. I1nj are the cases that occurred in spite of
the intervention.

Therefore, the preventive fraction in the exposed (PFp) quantifies the prevented cases as a
proportion of all potential cases in exposed persons. The preventive fraction in the population (PF)
expresses the prevented cases as a proportion of all potential cases in the entire population. In each
case, the “prevented cases” are cases that would have occurred but for the preventive exposure; the
“potential cases” are prevented cases plus actual cases.

From the diagram:
Preventive fraction in exposed

(PF1 - for those exposed to the preventive measure)
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“Prevented potential cases” (Io—11) m Io—11)

PF — = = 1-RR
All potential exposed cases Tong Iy
(since I1 < Ip, RR < 1.0).
Preventive fraction in the population (PF)
“Prevented potential cases” Io-I) m (o -11) Py
PF = = = - P1PF
All potential cases Ion Io

(recall that nq/n is the proportion exposed, P1).

The preventive fraction represents the proportion (or percent) of the potential burden of disease
which is prevented by the protective factor. The following formula displays this aspect clearly:

(Io—11) nq (Iong — I1ng) + (= Ionp + Iono) (Iong + Iono) (I1nq + Iopnp) Ip—1
PF= —— = = _ = -
Ion Ipn Ion Ion Ip

Ip is the risk in people unexposed to the preventive measure. If no one received its benefits, then

the risk in the entire population would also be Ip. The actual overall risk, I, represents an average of
the risks for those exposed to the preventive measure and those not exposed, weighted by their

respective sizes (I1ng + Ipng). So Ip—I is the difference between the risk that could have been observed
and the risk that was observed, which difference is assumed to be attributable to effectiveness of the
preventive measure and its dissemination. The last formula expresses this difference as a proportion
of the risk in the absence of the preventive measure.

In all of these measures, of course, the assumption is made, at least for purposes of discussion, that
the relationship is causal, and in some cases, that removing the cause (or introducing the preventive
factor) is fully and immediately effective. In any specific example, of course, the latter assumption
can be varied.

Unified approach to attributable risk and preventive fraction

Although there are many subtleties, the basic idea of attributable risk and preventive fraction is
simple. That simplicity is overshadowed by the array of formulas. The following conceptualization
brings out the underlying simplicity and may be the easiest way to derive formulas when needed.

The basic objective is to quantify the impact of an exposure or preventive measure in terms of the
burden of a disease. Large impacts come from:
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1. high frequency of disease

2. powerful risk or preventive factor

3. large proportion of people exposed to the factor
One aspect that complicates the formulas is the fact that incidence in people exposed to a risk factor
is greater than in the unexposed, but incidence in people exposed to a preventive factor is lower

than in the unexposed. We can side-step this difference by thinking in terms of the higher incidence
and the lower incidence.

The diagram on the following page represents a population at risk in which people can be classified
into two exposure groups, one with lower incidence (e.g., physically active) and the other with higher
incidence (e.g., sedentary). The width of each tall rectangle indicates the number of people in the
corresponding exposure group. Physical activity and sedentary lifestyle make a good example,
because they will work as well for the risk factor (attributable risk) perspective and the preventive
factor (preventive fraction) perspective. Let us use Iy, and Iy to represent the lower and higher

incidence, and Ny, and Ny to represent the number of people or amount of population time in the
lower (physically active) and higher incidence (sedentary) categories, respectively.

In this diagram, rectangle A [ Ny (Ig—1I1) | represents the attributable cases. These are the cases
that would not have occurred were it not for the risk factor (or for the absence of the preventive
factor). Rectangle P [ Ny, (I — I1) | represents the prevented cases. These cases are only potential,

since they have not occurred. They are the cases that would have occurred had the preventive factor
(physically activity) not been present (or if the risk factor — sedentary lifestyle — were to spread to the

lower incidence group). Rectangle B [ Ny, I1, + Ny Iy, | represents the unavoidable (background)
cases. They occur despite the presence of the preventive factor and absence of the risk factor. The
total number of cases is represented by the sum of the rectangles for the two exposure groups

[ Ny Ir, + Ny I ]. If I is the overall (crude) incidence, then the total number of cases can also be
written as [ (N[, + Ny) I]. The total of potential cases (i.e., those observed plus those prevented)

corresponds to [ (N, + Np) I ], the result of subjecting the entire population to the higher
incidence.
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Diagrammatic representation attributable and prevented cases

o Higher incidence
Lower incidence group
group
Incidence
Iy = Higher
incidence
P A
Prevented (potential) cases Attributable
cases
I (I = I) nr, (In—-1Ir) ng [ = Overall
incidence
[ I; = Lower
Backgroundcases incidence
Irar, B ILog
ny, ny
Number in lower incidence group. Number in higher
incidence group
n1 = Number with the risk or preventive factor.
P1 = Proportion with the risk or preventive factor.
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With this diagram and notation we can express both attributable and preventive fractions in a more
parallel manner. The population attributable risk (PARP) is simply A/(A + B) and the prevented
fraction (PF) is simply P/(A + B + P). We can therefore write the formulas we derived eatlier as:

“Attributable cases” A Ny (I - 1r) Py (Ip—1p)
PARP = = — = =
All cases All cases N It + Ny Ig 1

The last step made use of the facts that Ny/(NL. + Np) is the prevalence of the exposure and that
the overall incidence I equals the total cases divided by the total population. Since the attributable

risk proportion (ARP) concerns only the exposed group, Py =1 and ARP = (I —I1)/In, which
also equals (RR — 1)/RR.

Similarly, the prevented fraction is:

“Prevented cases” P N (Ig-1In) Pr. (Iu—11)
PF = = = =
All potential cases (N + Np) I (N1, + Np) I In

If we divide numerator and denominator by Iy, we obtain Py, (1 — RR). The prevented fraction in
those exposed to the preventive intervention concerns only the lower incidence group, so Pr, =1
and PF; = (1 — RR).

With this notation we can see the essential equivalence between the PARP and the PF. They both
involve the incidence difference times the number of people in the “exposed” group. They both are
expressed as a proportion of all cases, except that for the PF we need to include the potential cases
in the denominator — otherwise it would not be a proportion.

PARP in a case-control study

Case-control studies, as will be discussed in the following chapter, do not provide an estimate of
incidence unless additional information is available. Nevertheless, we can use incidence ratios (RR)
instead of incidences, and then we can use the OR to estimate the RR. If the control group is
population-based, it may provide a direct estimate of exposure prevalence. If not, we can modify
the formula and use the prevalence of exposure in the cases. This prevalence is simply the exposed

cases (Nylp) divided by all cases (N Ir,+NnIH), which is very similar to the PARP formula.
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The result, Nuln)/(NLIL+N#HIH), is very similar to the PARP formula. The only difference is in
the numerators: Nyly versus Ny (Iy — I1). We can get from the exposure prevalence expression to
the PARP by multiplying the former by (In — I1)/In ot, equivalently, by (RR — 1)/RR, which we can
estimate by (OR — 1)/OR if the disease is rare. So we can estimate PARP for a rare disease from a

case-control study that can measure neither incidences nor exposure prevalence by using OR to
estimate RR in:

Ny (In-1r) Puip RR-1)
PARP = = = Pu|p(ARP)
N I, + Ny Ig RR

This diagram and these formulas are worth becoming very familiar with, since doing so will help to
develop an in-depth understanding of incidence, prevalence, relative risk, impact, and weighted
averages and also to derive any of the basic attributable risk or preventive fraction formulas. Picture
how the diagram will change as the prevalence of the exposure increases or decreases. How will the

wavy line (the overall incidence, I) move as the other variables change? How is it related to Iy, g,

Ni, Ny? (This is definitely a key relationship to know). What happens when everyone is exposed?
When no one is exposed? What is the prevalence of exposure in cases? How will it change as
incidence and/or overall exposure prevalence change?

Interpreting attributable fractions

Although the basic concept of attributable risk is intuitively meaningful, it turns out that it has many
subtleties and nuances. Appreciation of the subtleties has come only relatively recently, so that
much of what has been written (even by yours truly) and some of what is still being written
(hopefully not by yours truly) is not completely accurate. The confusion is aggravated by the
multitude of terms that have been introduced, with usages that differ from one author to another.
In addition to multiple terms for the same concept (a common problem in epidemiology), there are
also instances where a single term is applied to different concepts. Therefore, if you find yourself
being confused by something you are reading in this area, always consider the possibility that what
you are reading may be confused as well.

The complications arise when we try to interpret attributable fractions (e.g., ARP, PARP) in etiologic
(causal) terms, which is of course what we were interested in at the outset. Consider the following
two questions, which figure prominently in product liability litigation, where courts have held that
recovery requires a finding that the plaintiff's disease was “more likely than not” a consequence of
exposure to the product (e.g., asbestos, prescription drugs, silicone breast implants, tobacco).

* Among nonsmokers exposed to X, what proportion of Y were caused by X?

*  What is the probability that person Z's case of Y resulted from X»

What distinguishes these two questions from the illustrative ones at the beginning of the section is

b (13

the use of causal terminology (“caused by”, “resulted from”) instead of the more general (and
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vaguer) “attributed to”. Incidence and measures derived from incidence show only over, or net
effects, not the causal processes that produce them. For example, even though a sedentary lifestyle
increases the risk of coronary heart disease, physical exercise can acutely increase the risk of a
cardiac event. When we compare the rate of cardiac events in a sedentary group to the rate in a
group of people who get regular exercise, the difference in incidence rates measures the increased
rate of cardiac events associated with a sedentary llifestyle. But if some of the incidence of cardiac
events in exercisers actually results from exercising, then the difference in incidence between the two
groups measures the #ef harm from a sedentary lifestyle, rather than the #ofa/ effect. By comparing
the incidence rates we are letting the cardiac events in the exercisers offset some of the events in the
sedentary group, with the relative size of benefit and harm depending upon the kinds of people (e.g.,
genetic characteristics or distributions of other exposures) who are exercise and do not exercise. In
general, epidemiologic data will not reveal what contributes to the net incidence difference.

Similarly, if the action of one causal factor can preempt the opportunity for another factor to cause
the disease (because the disease has already occurred), then there is no way to know from
epidemiologic data which factor caused the disease in a person or population exposed to both causal
factors. For this reason, it is problematic to interpret attributable risk measures as etiologic
fractions, although many writers have used the terminology interchangeable. According to
Greenland (1999: 1167), the “key fallacy in much of the literature and testimony regarding the
probability of causation is the use of the following generally incorrect equations: Etiologic Fraction
= Rate Fraction and Probability of Causation = Rate Fraction . . .”, where the etiologic fraction (EF)
is “the fraction of these individuals for whom exposure was a contributory cause of the disease”
(Greenland, 1999: 11606) and the rate fraction (RF) is the incidence rate difference divided by the
incidence rate in the exposed (analogous to the ARP, except derived from incidence rates rather

than incidence proportions) (p1167). In algebraic terms, EF=(A1+A)/AT, where Ay are exposed
persons who would have developed the disease at some point but whose disease was accelerated due
to the exposure, Ay are exposed persons whose disease would never have occurred without the
exposure, and At is A1+Az plus exposed persons who develop the disease completely
independently of exposure. The EF estimates the probability of causation, since (A1+A2)/AT is
the probability that a person randomly selected from At had his/her disease accelerated by (A1) or

completely caused by (Ap) the exposute. The proportion Ap/At is the excess fraction, since it
gives the proportion of the total caseload that would not have occurred without the exposure
(Greenland, 1999), regardless of time to occurrence. (Greenland observes that the failure to
distinguish the excess fraction from the etiologic fraction is a “major problem in most of the
literature”, and regards the term “attributable risk” as particularly misleading even though it
“dominates the American literature”, both in biostatistics and epidemiology [p.1168].)
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Answer to question at beginning of the chapter about the association between CHD and OC:

The proportion of CHD cases in the sample of 40 must be somewhere between 30/60 = 0.5
(the proportion of cases among OC users) and 20/90 = 0.2222 (the proportion among
nonusers). If the sample consists of 22 users and 18 nonusers, then the best estimate of the
sample proportion of CHD cases is:

Proportion 22 18
with = 0.5< _ ) + 0-2222( — ): 0.5(0.55)+0.2222(0.45) = 0.375
CHD 40 40

Therefore, the best estimate of the overall proportion with CHD is approximately 0.375 or
15 women in the sample of 40.
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Summary
There are three categoties of measures: Frequency/extent, association, impact

(1) Measures of frequency or extent (especially prevalence and incidence)

In epidemiology, incidence is the occurrence of any new health-related event (e.g., disease, death,
recovery). Incidence is quantified as a:

PROPORTION: the proportion of a population who experience the event; also called
“RISK”, since it estimates the average risk per person for the period. [Risk] ODDS are simply a
transformation of risk [risk/(1-risk)].

RATE: the number of health events per person per unit time; corresponds to the average
risk per person per unit time.

EPIDEMIOLOGIC
MEASURE ESTIMATOR UNITS LIMITS
Risk Cumulative Incidence (CI) Dimensionless Otol
Rate Incidence Density (ID) 1/time 0 to “infinity”
Odds, CI/ (1-CI) Dimensionless 0 to “infinity”

CI (a proportion) is used to estimate an individual's risk of developing a disease. ID (a rate) is used
to estimate the force intensity of occurrences. Risk and rate are related, since the greater the
intensity of occurrences in a population, the greater the risk of an event to any member of the
population. When CI is small (i.e., because of a low the intensity of disease or a short time interval),
ID is approximately equal to CI divided by the number of years of followup. When CI is not small,
the relationship is more mathematically complex.

Application
The choice of an incidence measure (either CI or ID) depends upon:
a. OBJECTIVES OF THE STUDY

CI provides a direct estimate of an individual's risk, as may be useful for making clinical and/or
personal decisions;

ID is often preferred for assessment of the population impact of a health event or for testing
etiologic hypotheses.
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b. PRACTICAL CONSIDERATIONS
CI may be preferred:

* if the health event has a restricted risk period
* ifitis difficult to ascertain time of change in health status
* for ease of comprehension.
ID may be preferred:
* if the health event has an extended risk period
* if lengths of follow-up vary
* if there is a large loss to follow-up

* if the health event can recur (e.g., bone fractures).

A ratio of two risk estimates is a “risk ratio” (RR). A ratio of two rate estimates is a “rate ratio”
(RR). A ratio of two odds is an “odds ratio” (OR). All these measures are sometimes referred to as
“relative risk” (RR), though strictly speaking only the first pertains to risk.

(2) Measures of association

e.g. Ratios of proportions (CIR), ratios of rates (IDR), ratios of odds (OR; and OR¢)

a/(@+c Cl in exposed
CR = ——— = = “risk ratio”, “relative risk”
b/ (b +d) CI in unexposed

where a=exposed cases, b=unexposed cases, c=exposed noncases, d=etc.
In probability terms, CIR = Pr(D |E) / Pr(D | E)

How do we interpret the CIR?

a. If CIR =1, then no association between exposure and disease.

b. If CIR > 1 then exposure appears to be associated with increased risk of disease, i.e.,
exposure may be harmful.

c. If CIR <1 then exposure appears to be associated with decreased risk of disease, i.e.,
exposure may be protective.

(CIR's less than 1.0 can be awkward to think about, so it many cases it is helpful to reverse the
disease or exposure category to obtain the reciprocal of the CIR. A CIR of 0.4 then becomes a CIR
of 2.5)
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CIR can be directly estimated if the exposure status is known before the occurrence of disease, as in
a prospective followup study or a retrospective cohort study.

When a disease is rare, the OR; approximates the CIR — a useful thing to know because logistic
regression models may be employed to estimate odds ratios:

Odds of disease in exposed
OR, — = (IR

Odds of disease in unexposed

The OR (whether the “risk OR” or “exposure OR”) is easy to calculate as the cross-product ratio:

(axd)/ (bx o).

The risk and exposure OR's are calculated identically from a 2 X 2 table, but that doesn't mean they
are equivalent “epidemiologically”. Remember that the numbers in the 2 X 2 table are only an
abstraction from the actual study experience and must be used with the design in mind (i.e., a case-
control design is not equivalent to a longitudinal design). In a cohort study, we typically compute a
CIR or an average IDR. In a follow-up study without a fixed cohort, we typically compute an IDR.
In a case-control study we typically compute an OR. In a cross-sectional study, we typically
compute a prevalence ratio or a prevalence OR. If one of the cumulative incidences is known, the
OR estimate (e.g., from a logistic regression model — see chapter on Data Analysis and
Interpretation) can be converted to a risk ratio estimate by the following formula (Zhang and Yu,
1998; notation changed to match that used in this chapter):

OR

(1 —Clp) + (CIp x OR)

A prevalence ratio can be estimated from a prevalence odds ratio in the same manner, if the
prevalence in the unexposed is known.

3) Measures of impact

“How much” of a disease can be attributed to an exposure can be considered as:

* an amount of the risk or incidence in the exposed (CID) or in the total population (usually
presented as a number of cases)

* aproportion of the risk or incidence in the exposed (ARP) or in the total population (PARP).
The contributors to impact measures are:

1. Strength of association — affects all measures of impact.
2. Level of background incidence — affects only amount of incidence (CID, IDD)

3. Population prevalence of the exposure — affects only impact in the population (e.g., PARP).
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Appendix — Relating risk factors to health outcomes

WARNING: this chapter has recently been converted to MS Word, so some algebraic errors may
have been introduced.

Estimating exposure-specific incidence and attributable risk from a case-
control when the crude incidence is known

This procedure makes use of the fact that the crude incidence can be expressed as a weighted
average of exposure-specific incidences:

I ="P111 + Polp

where:

I = crude incidence

I1 = incidence in exposed population

Ip = incidence in unexposed population

P1 = proportion of the population that is exposed

Py = proportion of the population that is unexposed

Since the RR (relative risk, CIR, IDR) = I /Iy, it is possible to substitute RR X Iy for Ij in the above
expression:

I = Pt X RR X Iy + Polg
Similarly, since P1 + Pg = 1, we can substitute for 1 - P1 for Po:
I =P X RR X Ip+ (1-Pp)Xx Ip

Solving for Iy yields:

P; X RR+ (1-Py) 1+P; RR-1)

Since for a rare disease we can estimate RR by using OR, the final formula is:
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1+ P (OR-1)

This formula can be used for a case-control study where:

1.

The control group has been selected in such a way that the proportion exposed estimates Pq in
the population;

There is information available to estimate the crude incidence of the disease;

The disease is sufficiently rare (e.g., incidence less than 10% by the end of follow-up) so that the
OR estimates the RR fairly well.

Once we have estimated Iy, we estimate I by multiplying by the OR. From Ij and Ip we can
estimate attributable risk.

Demonstration that OR estimates CIR when Cl's are small

For this demonstration and the following one, a different notation will simplify the presentation.
We will use D and E for disease and exposure, so that we can upper case for presence and lower
case for absence. Thus, subscript E will refer to the presence of exposure, subscript e will refer to
the absence of exposure. Similarly, subscript D refers to cases, subscript d to noncases. P stands
for probability, which can also be interpreted as prevalence (when applied to exposure) or risk (when
applied to disease). The vertical bar means “given” or “conditional on”. Thus:

P, = Probability of being exposed (i.e., prevalence of exposure)

P. = Probability of being unexposed (1 - Pg)

Pp = Probability of disease (risk)

P4 = Probability of nondisease (1 - Pp)

Pg|p = Probability of exposure conditional on disease (i.e., prevalence of exposure in cases)
Pe|p = Probability of nonexposure conditional on disease (i.e., 1 - Pg|D)

Pg|a = Probability of exposure conditional on non-disease (i.e., prevalence of exposure in
noncases)

Pe|d = Probability of nonexposure conditional on non-disease (i.e., 1 - Pg|d)

Pp|r = Probability of disease (risk) conditional on exposure (i.e., risk of disease in the exposed)
Pqre = Probability of nondisease conditional on exposure (i.e., 1 - Pp|p)

Pp|e = Probability of disease conditional on non-exposure (i.e., risk of disease in the unexposed)

Pg4|e = Probability of nondisease conditional on non-exposure (i.e., 1 - Ppje)

www.epidemiolog.net, © Victor J. Schoenbach 2000 7. Relating risk factors to health - 203
rev. 4/26/2002, 6/23/2003, 3/6/2004




By definition, odds; = risk / (1 - risk). The risk odds ratio (ORy) is the ratio of odds for exposed
persons to odds for unexposed persons. In probability notation:

Pp|g /(1 -Ppg) Pp|E (1-Ppje) (1-Ppje)
ORr = = X = RR X -

Pple/(1-Ppje) Ppje (1-Pp|g) (1-Pp|g)

since Pp|g / Ppje = RR. When a disease is rare, Pp|g and Pp|e are both small, so OR; = RR.

Using CI to estimate risk and CIR to estimate RR, we have OR; = CIR when CI is small in both
exposed and unexposed groups. To illustrate, make up some 2 X 2 tables to reflect various disease
risks and CIR's, and compute the OR's. You can verify that the OR is always farther from 1.0 than
the CIR but when the incidence is below about 10%, the OR deviates little from the CIR. The OR
can also be expressed as OR; = CIR + (OR;-)Pp|r (when OR >1; see Hogue, Gaylor, and
Schultz, 1983), which demonstrates that the absolute difference between OR and CIR is related to
the size of the OR and the disease risk in exposed persons.

Estimating PARP from a case-control study without additional information

In a case control study where the OR estimates the CIR, we can use the OR and the proportion of
exposure in cases to estimate the PARP.

Begin with the formula presented eatlier:

P1 RR-1)
PARP =
1+P1 RR-1)
Translating to the new notation (Pg for P1):
P RR -1)
PARP =
1+Pg RR-1)

Removing the parentheses in the denominator and substituting (PD|E/PD|e) for RR in the
denominator (only):

Pr (RR - 1) P (RR-1) P (RR - 1)
PARP = = =
1+PgRR-1) 1+ P RR-Pg 1+ P Ppe/Pple)—-Pr

Multiplying numerator and denominator by Pp|e:
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Ppje Pr (RR - 1) Ppje Pr (RR - 1)
PARP = =
Pple (1 + Pr Pp|E / Pple) — PE) Pple + PEPD|E —PD|e PE

Substituting (1-Pe) for the second P in the denominator (only) and re-arranging terms:

Ppje PE RR-1) Ppje PE RR-1)
PARP = =
Ppjle + PEPD|E — PDJe (1-Pe) Ppje + PEPD|E —PDje t Pe PDJe

Removing + Pp|e and —Pp | from the denominator, we then have PEPp|E + PePp e

Since this is a weighted average of risk in the exposed (weighted by the probability of exposure) plus
risk in the unexposed (weighted by the probability of nonexposure), the denominator simplifies to

Pp (this was presented a couple of pages earlier as: I = PiI1 + Polg). Therefore we have:

Pple Pe (RR-1) Pple Pe (RR-1) Pg; Pp|e (RR - 1)
PARP = = =
PEPp|E + PePDJe Pp Pp

From Bayes Theorem it can be shown that:

Pr Pe D

Pp Pp|E
so that the preceding formula can be written:
Pg|p Pp|e (RR-1) Pg|p RR - 1) Pg|p RR - 1)

PARP = = =
Pp|g Ppie/ Pple RR

which can also be written as Py, ID ARP.

In a case-control study, we know Pg D, the probability (proportion) of exposure among cases and
use the OR to estimate the RR (assuming that the disease is rare).
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Relating risk factors to health - Assignment

1. Give a one-sentence definition, in terms that you might employ in an article for the educated but
non-professional public, of:

a. Cumulative incidence ratio
b. Incidence density ratio

¢. Odds ratio

2. The following data come from a study conducted at Group Health Cooperative of Puget Sound
(Orleans CT, Schoenbach VJ, Wagner EH, Quade D, Salmon MA, Pearson DC, et al. Self-help
quit smoking interventions. J Cons Clin Psychol 1991:59:439-448). Smokers wanting to quit were
enrolled into a self-help, quit-smoking trial and were randomized into one of four groups
(M=quitting manual, MS=M plus social support brochure, MST=MS + telephone counseling
calls, and C[control]=annotated guide to existing quitting resources). Interventions were then
mailed to participants, and abstinence from tobacco use (not even a puff for the past 7 days and
no use of other tobacco in the past month) was measured by mailed questionnaire and/or
telephone interview at approximately 8-, 16-, and 24-months after recruitment. The 16-month
follow-up obtained smoking status information for 1877 participants; salivary cotinine was
measured on a geographically-selected sample of self-reported abstainers.

GHFCA3C:. Free & O ear (Schoenbach/Orleans) - Live data

Quit rates (SFQUI T7) by random zation group(s)

2nd foll ow up respondents 16: 17 Wednesday, July 26, 1989
Al'l subjects

TABLE OF SFQUI T7 BY RGP

SFQUI T7(Quit 7 days at FU2) RGP( Randoni zati on G oup)

Frequency

Per cent |

Row Pct

Col Pct | C | M | MS | MST | Total

----------- L L L L L T Ty

0: Quit | 84 | 71 | 67 | 109 | 331
| 4.48 | 3.78 | 3.57 | 5.81 | 17.63
| 25.38 | 21.45 | 20.24 | 32.93
| 18.06 | 15.20 | 14.23 | 23.00

----------- L L L L L T Ty

1: Snoki ng | 381 | 396 | 404 | 365 | 1546
| 20.30 | 21.10 | 21.52 | 19.45| 82.37
| 24.64 | 25.61 | 26.13 | 23.61
| 81.94 | 84.80 | 85.77 | 77.00

----------- L L L L L T Ty

Tot al 465 467 471 474 1877
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a. Quit rates were measured as the proportion abstinent at the time of follow-up. What was
the overall quit rate for the 1877 smokers?

b. s this "quit rate” a cumulative incidence-type measure or an incidence density-type measure?
Briefly explain the basis for your answer.

c. Give one or more reasons for which type of incidence measure (i.e., a cumulative incidence
type or an incidence density type) is preferable given the study design.

d. Briefly describe the 16-month results of the study.

e. The MS and MST conditions received identical interventions except that the MST condition
included the availability of a toll-free telephone "Quitline™ and four counselor-initiated
telephone calls during the first year of follow-up. Compare the quit rates for the MS and
MST groups, and compute a CIR and an OR. Compare your calculations of the CIR and
OR and briefly indicate the reason for the difference in them and which measure is
preferred.

f. Compute and interpret an appropriate measure of impact of the telephone component.

3. Hepatocellular adenoma (HCA), a rare type of benign though potentially fatal liver tumor, is
associated with long term oral contraceptive (OC) use, especially in older women. A case-
comparison study showed that the effect of duration of OC use on the risk of developing HCA

is marked:
Duration Rate ratio
1 or less 1*
4 years 9
4-7 years 120
8+ years 500

* Reference level (includes none)

(Source: Armed Forces Institute of Pathology and Center for Disease Control. Increased
risk of hepatocellular adenoma in women with long term use of oral contraceptive.
Morbidity and Mortality Weekly Report 26 (36):293-294, September 9, 1977, cited in Oral
Contraceptives, Population Reports Series A, Number 5, January 1979.)

Assuming that the incidence density (ID) of HCA for one year or less use of OC is 0.06/100,000
per year (i.e., 6 per 10,000,000 women-years), what are the attributable rate (rate difference) over
baseline and the attributable rate proportion associated with each duration category of OC use?
Interpret these measures and state what implications you might draw. (For this question, use the
attributable risk formulas from the chapter even though the data are for rates.)
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4.

In a study of adverse effects of radiotherapy among immigrant children in Israel (Ron E, Modan
B, and Boice JD. Mortality after radiotherapy for ringworm of the scalp. Am J Epidemiol
1988:127:713-25), 10,834 irradiated children were identified from original treatment records and
matched to 10,834 nonirradiated, tinea-free comparison subjects selected from the general
population. Follow-up was accomplished using the Israeli Central Population Registry, which
enabled nearly all subjects to be followed forward in time (retrospectively) for a mean of 26 years
following age at irradiation. Computation of person-years of observation began at the date of
treatment for tinea capitis, or the equivalent date for the matched comparison subjects, and
ended at the date of death for those who died or May 31, 1982 for those not known to have
died. Person-years of observation were: irradiated subjects, 279,901 years; comparison subjects,
280,561 years. During the follow-up there were 49 deaths from cancer in irradiated subjects, and
44 in the nonirradiated population comparison subjects (data from table 3 in Ron et al.). (For
these questions, use the attributable risk formulas from the chapter even though the data are for
rates.)

a. What are the rates of cancer death in the two groups?

b. Calculate and describe in one sentence the incidence density ratio for cancer death
comparing irradiated and nonirradiated subjects?

c. Assuming causality, estimate how many cancer deaths per 100,000 person years of follow-up
of irradiated subjects were attributable to radiotherapy.

d. Again assuming causality, what proportion of cancer deaths in irradiated subjects were due
to radiation therapy?

e. 1f 10% of this population had received radiotherapy for tinea capitis, what proportion of all
cancer deaths within the relevant age span (mean age 7 to 33 years) would be due to
radiation therapy?

Algebraic calisthenics:  There are various formulas for the population attributable risk
proportion (PARP), including several given in the lecture handout. Demonstrate the algebraic
equivalence of the PARP formulas in the text, i.e., derive each of the subsequent formulas from
the one derived from the attributable risk diagram:

"Attributable cases" (ID1 - IDg)ny

All cases ling + 11Ny

Icrude - Ig p,(RR - 1) 1

lcrude 1+ pi(RR - 1) 1+ 1/ p1(RR-1)]
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Relating risk factors to health - Assignment solutions

1. Definitions:

a.

Cumulative incidence ratio (CIR) - a measure of association equal to the ratio of two
cumulative incidences, or the proportion of one group who experience an event relative to
the proportion of another group who experience the event.

Incidence density ratio (IDR) - a measure of association equal to the ratio of two incidence
densities, or the magnitude of the incidence rate in one group relative to the incidence rate in
another.

Odds ratio - a measure of association based on the odds of disease or exposure in two
groups; the odds ratio often estimates or approximates the IDR and/or CIR

The overall quit rate was 17.6% (331/1887).

The quit rate is the proportion of abstainers among participants who provided data at their
16-months follow-up. In this sense, the quit rate is the prevalence of abstinence at a point in
time, with time being expressed relative study enrollment. In fact, the smoking cessation
literature sometimes refers to this type of quit rate as "abstinence prevalence™. Since all
participants were smokers at baseline, the quit rate can also be regarded as the cumulative
incidence for becoming a nonsmoker during 16 months of follow-up. The problem with
using cumulative incidence to measure quitting smoking is that abstinence is a reversible
state, so the "cases" (quitters) in this study may shortly thereafter revert to "noncases”
(smokers). The proportion of participants who quit for 24 hours at some time during the 16-
months of follow-up is more clearly a cumulative incidence, but it does not quite tell us what
we want to know.

Although quitting smoking is an “event”, or at least a change of status, it is difficult to
translate into a conventional incidence measure. It would be possible to compute an
incidence rate based on the number of quits divided by the number of participant-months of
follow-up. However, such an incidence rate has no useful interpretation, since a low
incidence rate could mean few participants quit or that participants quit and stayed quit. A
high rate could mean that many participants quit or that participants kept quitting and
relapsing.

Although it's difficult to know when permanent nonsmoking status has been achieved, the
longer the period of continuous abstinence the greater the probability of remaining smoke-
free. Since quitting smoking for good has an “extended risk period”, an incidence rate of
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number of "permanent” quits (defined on the basis of some duration of nonsmoking) per
participant-year of observation might be appropriate for measuring the effect of a continuing
quit-smoking intervention (e.g., a prolonged advertising campaign). For the most part,
though, experimental interventions take place over a fairly short period of time, and their
effect is assumed to take place either during the intervention or shortly afterward, a situation
argues for a cumulative incidence quit rate during the expected period of effect. Given the
conceptual complexities as well as the limitations of biochemical verification, continuous
abstinence from the completion of an intervention and abstinence prevalence appear to be
the measures most commonly used.

d. Quit rates ranged from 14.2% to 23.0%, with the highest rate in the MST group and the
lowest rates in the M and MS groups. The control group had an intermediate quit rate.
Although the differences in absolute quit rates were modest, the MST group was clearly the
highest. On the assumption that the control group received the least intervention, it is
surprising that its quit rate appeared to be higher than the two mail-only intervention groups.
(Indeed, one can speculate whether the quitting manual and/or social support brochures by
themselves actually depressed quitting below what would have happened; conversely, the
controls may have been more likely to obtain quitting assistance from other sources. (Note:
the quit rates can be read from the bottom line (Col Pct) of the upper row or computed by
dividing the number of quitters in each condition by the total for that condition.)

e. The CIR for quitting for MST vs. MS groups is 0.230/0.142 = 1.62; i.e., the MST group quit
rate was 60% higher than or 1.6 times the rate for the MS group. The OR for quitting for
MST vs. MS groups is (0.230/0.770 divided by 0.142/0.858) = (.230*.858)/(.142*.770) = 1.8.
As always, the OR is farther from 1.0 than the CIR The OR approximates the CIR when
the outcome is rare, which is not quite the case here (quit rates of 14%-23%). However,
when the CIR is not far from 1.0, as is the case here, the OR will be only modestly larger.

f. The "attributable risk" (quit rate difference) is 23.0% - 14.2% = 8.8% (absolute). Asa
percentage of the quit rate in the "exposed” (ARP or EF,), the impact of the telephone
component would be AR/1, or 8.8/23.0 = 38%. Thus, the telephone component appeared
to account for nine percentage points or 38% of the quit rate in the MST group.

3. (For this question, we are ignoring the distinction between rates and risks)
Attributable risk

Duration Relative risk Attributable risk** proportion
1 year or less 1*

4 years 9 (9-1) (0.06) = 0.48 (9-1)/9=10.89
4-7 years 120 (120-1) (0.06) = 7.1 (120-1)/120 = 0.99
8+ years 500 (500-1) (0.06) = 30.0 (500-1)/500 = ~1.00

* Reference level (includes none) ** per 100,000
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There is an extremely strong association between OC use (4 years or longer) and
hepatocellular adenoma, and the attributable risk proportion is nearly 1.0 for OC use above
4 years. The excess risk incurred by OC users, however, is miniscule at 4 years of OC use,
and quite modest until 8 or more years. The implication is that the association is likely to be
causal (due to the strength of the ratio measure of effect) but the resulting increase in risk
does not become important until more than 4 years of OC use.

4. a. lrradiated subjects: ID = 49/279,901 person-years

= 0.000175, or 17.5 cancer deaths per 105 person-years

Comparison subjects: ID = 44/280,561 person-years
= 0.000157, or 15.7 cancer deaths per 105 person-years

b. IDR =1D1/1Dg = (17.5 per 105 person-years) / (15.7 per 105 person-years) = 1.1. The rate
of cancer deaths in the exposed population is 1.1 times that in the non-exposed
comparisons.

c. Ratedifference = ID;-1Dg = 17.5-15.7 = 1.8 cancer deaths per 100,000 person-years.

d. Rate fraction = (ID1-1Dg)/ ID1 = (17.5-15.7)/17.5=0.10

or 10% of the cancer deaths in the exposed group are due to radiotherapy.

e. Population attributable risk proportion = p1(IDR-1) 7/ [1 + p1(IDR - 1)]

=010(111-1) /1 +0.10(1.11 - 1)] = 1.08% of cancer deaths (ignoring the
distinction between risk and rate)

a. Begin with: "Attributable cases” (11— lg)ny

All cases Iing + 1M1

Then remove the parenthesis in the numerator, add and subtract lpng, and rearrange terms:
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Ilnl_ IOnl + IOnO - IOnO Ilnl + IOnO - IOnl - IOnO

lono + 11, lono + 11,

The crude rate () is a weighted average of the stratum-specific rates (I, 1,), weighted by the

proportions in each stratum, so I,n, + I,;n, = I n. Divide numerator & denominator by
n(=n,+ n,):
() =1y (ny+ng) -1,
(I xn) I
b. Begin again with: "Attributable cases™ (I, = 1n,
All cases I,n, + I,n;

(i) Add and subtract Ign; in the denominator,

(i) rearrange numerator and denominator, and

(iii) divide by n lp , recalling that n=( ny + ng), RR=11/1p, and p1 = n1/n:

(Il1=1lo) n1 ny(l1 - lo) p1(RR-1)
long+ l1ni=lgnt+1lgm (no+ n1) lp + ng (11— o) 1+ p1(RR-1)
C. The formula: 1 is obtained by dividing numerator and
denominator in the preceding formula by
1+ 1/[p1(RR -1)] the numerator, p1(RR - 1).
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8. Analytic study designs

The architecture of the various strategies for testing hypotheses through epidemiologic
studies, a comparison of their relative strengths and weaknesses, and an in-depth
investigation of major designs.

Epidemiologic study designs

In previous topics we investigated issues in defining disease and other health-related outcomes, in
quantitating disease occurrence in populations, in relating disease rates to factors of interest, and in
exploring and monitoring disease rates and relationships in populations. We have referred to cohort
studies, cross-sectional, and case-control studies as the sources of the measures we examined, but
the study designs themselves were secondary to our interest. In the present chapter we will define
and compare various study designs and their usefulness for investigating relationships between an
outcome and an exposure or study factor. We will then examine two designs — intervention trials
and case-control studies — in greater depth.

The study designs discussed in this chapter are called analytic because they are generally (not always)
employed to test one or more specific hypotheses, typically whether an exposure is a risk factor for a
disease or an intervention is effective in preventing or curing disease (or any other occurrence or
condition of interest). Of course, data obtained in an analytic study can also be explored in a
descriptive mode, and data obtained in a descriptive study can be analyzed to test hypotheses. Thus,
the distinction between "descriptive™ and "analytic" studies is one of intent, objective, and approach,
rather than one of design. Moreover, the usefulness of the distinction is being eroded by a broad
consensus (dogma?) in favor of testing hypotheses. Since to characterize a study as "only
descriptive" tends to devalue it, investigators understandably try to portray their studies as "analytic"
and "hypothesis-driven” in order to make a better impression and to improve their chances for
funding and journal space. (Opinions expressed herein are not necessarily those of the sponsor!)

Whether the study is "descriptive™ or "analytic”, it is important to clearly identify the objectives of
the study (preferably identifying the specific parameters to be measured — see Rothman and
Greenland) and the rationale (i.e., the case for conducting the research). There are innumerable
decisions, judgments, and compromises that must be made during the design, conduct, analysis, and
interpretation of a study, and the principal guideposts for making them are the study objectives and
rationale. For example, if the objective is to test hypotheses, then the investigator designs and
conducts the study so as to maximize the usefulness of the data for testing these hypotheses. Failure
to keep the study objectives prominently in one's mind increases the advantage of hindsight over
foresight.

Epidemiologic investigations of disease etiology encounter many challenges, especially when they
must contend with one or more of the following:

1. Difficulties in defining and measuring the disease;
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2. Imprecision in determining the time of onset of the disease;

3. Prolonged intervals between exposure to a causative agent and disease onset (induction
period) and between disease onset and detection (latency);

4. Multifactorial disease etiology; and

5. Differential effect of factors of interest on incidence and course of the disease.

[See Mausner and Kramer, Chapter 7, pp 178 et seq.]

Even more daunting can be studies of phenomena other than clinical diseases, where less assistance
Is available from the biomedical armamentarium.

In view of these and other challenges, including the logistical and practical ones of obtaining access
to subjects, measuring variables of interest, protecting subjects' rights, and assembling sufficient
cases for rare diseases, the basic epidemiologic analytic strategy may be characterized as "by any
(ethical) means necessary”, along with "try to get the best but if you have to, make do with what's
available”. For this reason there are innumerable variations in the details of study design. But in
terms of the basic architecture - how the principal components of a study are assembled - there are
certain basic designs.

Traditional classification of epidemiologic study designs

A logical sequence of study designs encountered in epidemiology is:

1. Case reports

Case series

Ecologic (also called correlational)
Cross-sectional

Case-control

Follow-up/cohort

N o o b~ D

Intervention trials/controlled trials

The first two of these designs are employed in clinical, rather than epidemiologic, studies, but often
are precursors to epidemiologic studies. The next two designs are regarded as primarily descriptive,
the last design is primarily analytic, and designs 5 and 6 can be employed in analytic (hypothesis
testing) or descriptive modes, depending upon the extent to which the study is oriented towards a
pre-existing specific hypothesis. Of course, it may be difficult to obtain resources for a lengthy or
expensive study without a priori hypotheses, but there are exceptions. Of course, once the data have
been collected for whatever purpose, they will often be subject to a search (“search and destroy", as
some would have it; "seek and ye shall find" in the view of others) for other associations and
insights.
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Progression of types of studies

In the classic or ideal scenario, studies of disease etiology unfold from simple, inexpensive, and rapid
investigations that identify hypotheses to complex, costly, and lengthy ones to evaluate these
hypotheses. General, exploratory studies typically take place before highly focused studies.

New syndrome or outbreak

The stimulus to investigating disease etiology may be prompted by the appearance of a new or
previously unrecognized syndrome. In this case the initial efforts will be aimed at characterizing the
syndrome, developing a case definition, and searching for characteristics that differentiate people
with the disease from persons without the disease. Or, a previously recognized disease may occur in
a population group or geographical area where it has not been thought to occur. Such nonroutine
situations then prompt a case report in a medical journal, notification of public health officials, or
other actions that lead to initial studies — typically case series's and outbreak investigations — to
define the nature of the situation and to look for leads to its cause.

As we recounted in an earlier chapter, the history of AIDS epidemiology followed this classic
pattern. Recognition of AIDS began with case reports and case series's describing cases of young
otherwise healthy men in California and New York City with Pneumocystis carinii pneumonia (PCP)
and Kaposi's Sarcoma (MMWR 1981;30:250-2 and 305-8). Before that time, PCP had been seen
only in persons who had been medically immunosuppressed in connection with a transplant
operation. Kaposi's Sarcoma had been known as a disease of Africans and elderly men of
Mediterranean origin. The initial case series's described common and variable features of the
syndrome. For example, all of the patients were men who had sex with men, most had a large
number of male sex partners, and many used inhalants, a type of recreational drugs.

The case series's led to an initial AIDS case definition for the purposes of identifying additional
cases and inaugurating surveillance. With a case definition in hand, it was also possible to conduct
case-control studies in which persons with the disease could be compared with persons without the
disease and characteristics associated with the condition identified. Comparisons of AIDS cases to
apparently healthy male homosexual controls indicated that the cases had higher numbers of
partners, had greater involvement in certain sexual practices (anal intercourse, fisting), and more
exposure to drugs used to enhance sexual pleasure. These findings led to analytic studies to test
these and other exposure hypotheses.

Case reports and case series's are the clinical route to definition and recognition of disease entities
and to the formulation of hypotheses. These studies are not "epidemiologic” in the sense that they
have no explicit comparison group or population reference. On the other hand, one can think of an
implicit comparison with "common knowledge", "general experience", etc., when the characteristics
of cases are striking. An example is history of maternal exposure to diethylstilbesterol (DES) in
teenage women with vaginal adenocarcinoma. Other diseases where the clinical route to hypothesis
development was prominent are dental caries and fluoride, congenital malformations later linked to
maternal rubella infection and retrolental fibroplasia in premature newborns later linked to oxygen

exposure.
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Sometimes the appearance of a new syndrome is sufficiently alarming that public health authorities
are notified and involved at the outset. For example, toxic shock syndrome, with its rapid and
malignant clinical course, Legionnaire's disease, where a group of conventioneers became severely ill
within hours of one another, and rapidly fatal Hanta virus infections among American Indians living
in the Southwestern United States in 1994 prompted investigations by public health authorities
thereby prompting a much more intensive investigation of microbiologic and environmental factors.

Descriptive studies and surveillance

An alternate stimulus to investigation may come from a surveillance activity or descriptive study.
The descriptive study might be a re-analysis of data collected for some other purpose (e.g., from a
national population survey or possibly from an analytic study of another hypothesis or even another
disease), a mapping study in which disease rates are plotted geographically, or an "ecological” study
that uses data on populations rather than on individuals. For example, Warren Winklestein's
observation that in the Third National Cancer Survey (US) geographical areas with high rates for
cervical cancer tended to have high rates for lung cancer led him to the hypothesis that cigarette
smoking might be a risk factor for cervical cancer.

Observations made from population-level data require additional caution in their interpretation,
however. For example, colon cancer rates are higher in U.S. counties that use mostly surface water
and in countries with high per capita meat consumption. These relationships suggest that something
about surface water, e.g., chlorination, and something about meat consumption, e.g., saturated fat
intake, might be factors in the development of colon cancer. However, since exposure is not known
at the individual level, it is possible that the cases of colon cancer are not themselves people who
drink chlorinated water or eat meat. The attempt to infer individual characteristics or relationships
from group-level measures is called the "ecologic fallacy”. Ecologic, or group-level, studies can
nevertheless contribute important information, though, and not only in an exploratory mode.

Once the hypothesis has been advanced, analytic studies are the next epidemiologic recourse. The
progression of designs at this point depends on the nature of the disease and exposure - the rarity of
the disease, the length of its natural history, the problems in measuring disease and exposure, and
other factors. For many diseases, especially rare ones, the usual sequence is to begin with case-
control studies (since these are generally the most efficient and logistically practical design) and,
unless negative results occur and are accepted, move towards follow-up studies and possibly
intervention studies.

Individual-level studies

Although an "epidemiologic transition™ appears to be underway, most analytic studies have the
person as the unit of data collection and analysis. Thus, the four classic analytic study designs are
generally thought of in relation to individual-level studies, though as we shall see they can also be
employed for studies where the group is the unit of analysis. These four primary designs are:
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Cross-sectional

A cross-sectional study